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Preface ;

This book represents my attempt to convince the scientific world that the
main cause of evolutionary change at the molecular level — changes in the
genetic material itself — is random fixation of selectively neutral or nearly
neutral mutants rather than positive Darwinian selection. This thesis,
which 1 here call the neutral theory of molecular evolution, has caused a
great deal of controversy since I proposed it in 1968 to explain some then
new findings in evolution and variation at the molecular level. The
controversy is not surprising, since evolutionary biology has been domi-
nated for more than half a century by the Darwinian view that organisms
become progressively adapted to their environments by accumulating
beneficial mutants, and evolutionists naturally expected this principle to
extend to the molecular level. The neutral theory is not antagonistic to the
cherished view that evolution of form and function is guided by Darwinian
selection, but it brings out another facet of the evolutionary process by
emphasizing the much greater role of mutation pressure and random drift
at the molecular level.

The neutral theory has two roots. One is the stochastic theory of
population genetics whose foundation traces back to the pathbreaking
work of R.A. Fisher, J.B.S. Haldane and Sewall Wright early in the 1930s,
and is mathematical in nature. The other is molecular genetics, which has
revolutionized our concept of life and whose impact we are still feeling. In
particular, molecular advances have permitted the study of evolution at the
most basic level, DNA itself — something not imagined two decades ago.
The study of intraspecific genetic variability has been similarly re-
volutionized by new molecular approaches.

Many of the arguments employed to support or refute the neutral theory
are quantitative in nature, and are often meticulous and difficult; a careful
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and detailed explanation is necessary. This is one reason why the book has
become larger than originally intended. In addition, the past few years have
produced an explosion of new molecular knowledge bearing on the theory.
Naturally, I have tried to incorporate as much of this as [ can.

It brings me satisfaction to observe that the neutral theory has survived
over a decade of severe tests of many kinds; I believe the probability of its
future survival is high, although refinements and modifications will no
doubt be made, It is often said that science develops through cooperation of
many people throughout the world, and the subject treated in this book is
no exception. Readers will see that scientists from various nations have
participated in the enterprise. Their work, even when done to refute the
theory, have pointed the way to revisions to make it more realistic. The
neutral theory of evolution has had an evolution of its own through the
interaction between theoretical analyses and experiments or observations,
as in the typical scientific paradigm.

The writing of this book has cost me three years of hard work, but 1 feel
some excitement in the realization that in 1982 we commemorate the
hundredth anniversary of the death of Charles Darwin. His theory of
evolution by natural selection has been the great unifying principle in
biclogy. As new molecular knowledge unfolds we have a new uncharted
territory awaiting exploration. I hope that the neutral theory represents a
step forward in our search [or molecular understanding of evolution and
variability.

Drafts of parts of this book have been read by Nigel Calder, Daniel Hartl,
Thomas Jukes, Takashi Miyata, Terumi Mukai, Masatoshi Nei, Tomoko
Ohta, William Provine, Jacques Ruffi¢ and Naoyuki Takahata. Their
comments were much appreciated. | am particularly grateful to James
Crow for numerous criticisms and for helping me over various semantic
hurdles. Kenichi Aoki also went carefully through the entire manuscript
and made suggestions for improved presentation. | would like to take this
opportunity to express my indebtedness to James Crow for his guidance
and help and to Tomoko Ohta for her cooperation and constructive
criticism. Without their help 1 would never have been able to develop the
theory presented here.

This book is dedicated to the late Professor Taku Komai, who was the
pioneer evolutionary geneticist in Japan and lto whom I am deeply
indebted, particularly for his help and encouragement when 1 first started as
a mathematical geneticist. I should like to think that, were he still alive, he
would greet this book with approval and satisfaction.

National Institute of Genetics, Mishima

Introduction

The neutral theory asserts that the great majority of evolutionary changes
at the molecular level, as revealed by comparative studies of protein and
DNA sequences, are caused not by Darwinian selection but by random drift
of selectively neutral or nearly neutral mutants. The theory does not deny
the role of natural selection in determining the course ofadaptive evolution,
but it assumes that only a minute fraction of DNA changes in evolution are
adaptive in nature, while the great majority of phenotypically silent
molecular substitutions exert no significant influence on survival and
reproduction and drift randomly through the species.

The neutral theory also asserts that most of the intraspecific variability at
the molecular level, such as is manifested by protein polymorphism, is
essentially neutral, so that most polymorphic alleles are maintained in the
species by mutational input and random extinction. In other words, the
neutral theory regards protein and DNA polymorphisms as a transient
phase of molecular evolution and rejects the notion that the majority of
such polymorphisms are adaptive and maintained in the species by some
form of balancing selection.

The word ‘neutral’ is not used in a strict, literal sense. The emphasis is not
on neutrality per se, but on mutation and random drift as the main
explanatory factors. The mutant genes that are important in molecular
evolution and polymorphism are assumed to be nearly enough neutral for
chance to play the major role. As the theory has developed, more attention
has been given to selective molecular constraints, selection acting in
indirect ways (as in tRNA abundance-codon usage relationship), and very
weak negative selection acting on genes drifting to fixation. The theory does
not, then, assume that selection plays no role; however, it does deny that
any appreciable fraction of molecular change is due to positive selection or
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that molecular polymorphisms are determined by balanced selective forces.

One possibility would be to rename the theory the ‘mutation-random
drift theory’, but the term *neutral theory’ is already widely used and I think
it better not to change horses in midstream. I want the reader to realize that
‘neutral theory’ is shorthand for ‘the theory that at the molecular level
evolutionary changes and polymorphisms are mainly due to mutations that
are nearly enough neutral with respect to natural selection that their
behavior and fate are mainly determined by mutation and random drift’. [
also must emphasize that the theory does not deny the occurrence of
deleterious mutations. On the contrary, selective constraints imposed by
negative selection are a very important part of the neutralist explanation
of some important features of molecular evolution, as I shall detail in
chapter 7.

Classical evolution theory has demonstrated beyond any doubt that the
basic mechanism for adaptive evolution is natural selection acting on
variations produced by changes in chromosomes and genes. Such con-
siderations as population size and structure, availability of ecological
opportunities, change of environment, life-cycle ‘strategies’, interaction
with other species, and in some situations kin or possibly group selection
play a large role in our understanding of the process. This field has been
greatly enriched by new molecular understanding, which has revealed
totally new and unexpected additional possibilities and constraints. One
now has to consider the way the primary sequence of amino acids is
converted into a three-dimensional structure, which amino acids are
hydrophilic and which hydrophobic, which are on the surface and which
are buried inside, which are associated with essential functions and which
are not, and other detailed aspects of our increasingly deep knowledge of
proteins. There are DNA constraints caused by secondary folding and
pairing of RNAs, by the matching of codon usage with tRNA abundance
and vice versa, and by the processing of RNA to remove intervening
sequences. There is the whole new question of the evolution of the genetic
code, made more pertinent by the discovery that mitochondria have a
somewhat different and variable code dictionary. There is new understand-
ing of chromosome evolution, made possible by new staining and labeling
techniques. There is the likelihood of discovering many more pseudo-
genes — seemingly functionless analogs of known genes, which have been
revealed by cloning and rapid DNA sequencing methods. We have to
consider ‘selfish DNA’, transposons, and other possible mechanisms by
which the genome increases and decreases in size and the role of ‘junk
DNA'’. So the study of adaptive evolution remains the exciting subject that
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it has been since Darwin, but greatly enriched by new and much deeper
levels of understanding brought about by the molecular revolution.

But, in my view, the most surprising possibility arising from molecular
studies is that the great preponderance of nucleotide changes over time and
of nucleotide variability in populations at any one time are selectively
neutral or nearly neutral, so that increases and decreases in the mutant
frequencies are due mainly to chance. It is remarkable, I think, that their
behavior is calculable from the theory of stochastic processes, a theory
which until recently has been regarded as too academic to have actual
biological applications. Furthermore, as I shall explain in chapter 7 and
elsewhere in this book, many of the newly discovered phenomena en-
umerated above lend support to the neutral theory, a most dramatic
example being the rapid evolutionary change of pseudogenes.

Superimposed on this random change of nucleotide [requencies are the
directional, adaptive changes brought about by natural selection in an ever-
changing environment and the systematic process of removal of deleterious
mutations. These are subjects of traditional, and continuing interest to
evolutionists.

The whole picture, however, must include all the changes that occur iq
the DNA, however slight in their phenotypic effects. Just as the mathemati-
cal treatment of random processes in physics has contributed to a deeper
understanding, the mathematical treatment of random genetic processes
can illuminate some previously dark secrets of evolution. Furthermore, we
should not overlook the possibility that some of the ‘neutral’ alleles may
become advantageous under an appropriate environmental condition or a
different genetic background; thus, neutral mutants have a latent potential
for selection. This means that polymorphic molecular mutants, even if
selectively neutral under prevailing conditions of a species, can be the raw
material for future adaptive evolution. To regard random fixation of
neutral mutants as ‘evolutionary noise’ is inappropriate and misleading.
Also, there is the possibility (as I shall show in section 6.7) that extensive
neutral evolution occurs under stabilizing phenotypic selection, if a large
number of segregating loci (or sites) are involved in a quantitative character.
In this case, genes that are substituted by random drift and those that are
responsible for phenotypic variability belong to the same class.

An introductory caution is needed. Webster’s Third International
Dictionary defines evolution as ‘the process by which through a series of
changes or steps any living organism or group of organisms has acquired
the morphological and physiological characters which distinguish it". This
definition was entirely appropriate for Darwin's time and for the first half of
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the twentieth century. (Note that Darwin used the term ‘descent with
modification’ and he stated that species change by ‘preservation and
accumulation of successive slight favourable variations’) But, with all the
changes that molecular biology has revealed — none of which is visible to
the naked eye — a much broader definition is needed. In this book, as in
earlier discussions of the neutral theory, I include in the word evolution all
changes, large and small, visible and invisible, adaptive and nonadaptive. In
some cases, evolution may occur even by random fixation of very slightly
deleterious mutants, whose selection coefficients are comparable to or only
slightly larger than the mutation rates.

The first two chapters of this book will be devoted to the historical
development of theories on the mechanism of evolution. This will set the
neutral theory of molecular evolution in proper historical perspective. In
the latter halfof chapter 2, I shall document how the neutral theory came to
be proposed. Chapter 3 will serve as a systematic introduction to the theory.
Readers who want to learn quickly about the theory are invited to read this
chapter, skipping over the first two chapters. However, a quick reading of
the latter half of chapter 2 will also help to deepen understanding of the
theory. In chapter 4, the main features of evolution at the phenotypic level,
as exemplified by the history of vertebrates, will be presented, and these will
be contrasted with the characteristics of molecular evolution, with special
reference to evolutionary rates. A more general discussion of the main
features of molecular evolution will follow in chapter 5.

Now, in order to make proper appraisal of the neutral theory, a correct
understanding of natural selection is essential. So, the definition, types and
action of natural selection will be reviewed in chapter 6. This chapter will
serve as an introduction to classical population genetics theory. Most
material in this chapter, except that in the last section, is concerned with
deterministic theory. I have encountered with dismay a number of
occasions in which natural selection is invoked as a panacea to explain
virtually any aspect of evolution and variation. It is easy to invent a
selectionist explanation for almost any specific observation; proving it is
another story. Such facile explanatory excesses can be avoided by being
more quantitative. This is one reason why chapter 6 was written. In chapter
7, 1 shall show how the neutralist paradigm can cope with diverse
observational facts coming from molecular evolutionary studies. In fact,
data from the new molecular revolution have recently added supporting
evidence for the neutral theory, and this will be discussed extensively in this
chapter. I am convinced that no other existing theory can give a better and
more consistent explanation of these facts. This chapter together with the
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next chapter constitute the core of this book. In chapter 8, I shall presenta
rather extensive account of the stochastic theory of population genetics and
various models that have been devised to treat evolution and variation at
the molecular level. For miost readers, this chapter, particularly from
section 8.3 onward, may be difficult reading. This is inevitable because of
the intricate nature of the subject, although [ have done my best to present
the material as clearly as possible. Readers who are mainly interested in the
biological aspects (rather than mathematical properties of various models)
may proceed to the next chapter, after finishing the first two sections
(sections 8.1 and 8.2). Chapter 9 treats the problem: what is the mechanism
by which the genetic variability at the molecular level is maintained? This
problem has been regarded by some as the most important problem
currently facing population genetics. Here again, I shall show that the
neutral theory has not only withstood various tests but has proved useful in
explaining levels of heterozygosity under various circumstances (such as
haploidy vs. diploidy, monomeric vs. dimeric or tetrameric enzyme loci,
etc.). Recently, the neutral theory has gained strength in treating the
problem of intraspecific variability at the molecular level, and it is quite
possible that this problem has essentially been solved by the theory.

In the last chapter (chapter 10), I shall summarize the whole work and
give a few concluding remarks.

I am convinced that the neutral theory, as explained in this book, is
correct in its essential details, although it will doubtless be refined in the
future as it has been in the past. The final arbiter is time; but new data are
appearing so rapidly that the time may be quite short.
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From Lamarck to population genetics

At the beginning of the nineteenth century it was almost universally
believed that all living beings on earth were immutable divine creations. In
bold contrast, the French naturalist, Jean Baptiste Lamarck argued that life
could change continuously on a grand scale. Moreover, he provided for the
first time an appealing, easily understood process by which such changes
could occur. Lamarck published his book entitled Philosophie Zoologique
in 1809 propounding this idea when he was already sixty-five years old.
Apparently the book attracted little attention when it appeared. It is said
that, in his old age, he was neglected by his contemporaries, became blind,
and died miserably. His fame came only long after his death when evolution
became a heated subject following the publication of Darwin's The Origin
of Species. Some of Darwin’s opponents drew from Lamarck a theory called
neo-Lamarckism, emphasizing the direct effect of environment as the
prime factor for evolution. (For an authoritative account of the nineteenth-
century approaches to evolution, readers may refer to Simpson, 1964.)

Here our main interest in Lamarck is that he proposed, probably for the
first time in biology, a general theory to explain how evolution occurred. As
is well known, he assumed that the effect of use and disuse, which in animals
is induced by their living conditions, is inherited by offspring and this causes
a perfecting tendency in evolution. For example, the ancestors of the giraffe
tried to reach leaves on high twigs by continuously stretching their legs and
necks. In each generation, as this effort was continued, it caused these parts
to be a little longer, and this tendency was passed on to their offspring.
Through the accumulation of small increments of elongation, the present
giraffe finally evolved. Lamarck's theory rests on the assumption that
acquired characters caused by use or disuse are inherited.

It is now clear that inheritance of such acquired characters does not
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occur, and therefore the Lamarckian theory of evolution is wrong. As
remarked by Simpson (1964) it is a pity that such a charming theory is not
true.

It was to August Weismann's credit that he openly challenged the
Lamarckian hypothesis. Through a series of writings he showed that the
hypothesis is both unnecessary and improbable and that the supposed
evidence for it is weak. (For the role of Weismann in the history of
genetics, readers are invited to consult Sturtevant, 1965.) It is a well-known
story that he cut off the tails of mice for twenty-two successive generations
but found no decrease in the tail length at the end of that time. The vigorous
development of Mendelian genetics in this century, culminating in modern
molecular genetics, has shown beyond doubt that there is no evidence for
inheritance of acquired characters. Yet there are evolutionists even now
who cling to this hypothesis, claiming that the modern theory of evolution
based on Mendelian genetics is unsatisfactory. Being almost irresistible it is
regularly revived and the discovery of reverse transcriptase has invited a
new round of Lamarckian speculations (e.g. Steele, 1979).

Weismann led his school of ‘neo-Darwinians’ in the fight against neo-
Lamarckians; his theoretical writings caused one of the most heated
controversies in the early post-Darwinian period, making evolutionary
studies in the later part of the nineteenth century highly turbulent,
Weismann was also an avid selectionist, advocating the selection theory
more forcefully than Darwin; it is said that he ‘out-Darwined Darwin’
(Simpson, 1949). In fact, Weismann rejected all of Darwin’s theory of
evolution except natural selection.

Scientific studies of evolution really started with Charles Darwin. He
published his book The Origin of Species when he was fifty years old
(Darwin, 1859), half a century after Lamarck’s Philosophie Zoologique.
With his masterly writing and wide ranging examples, Darwin not only
persuaded the world that evolution has actually occurred, but also he
showed through his theory of natural selection why adaptive evolution is an
inevitable process. The Origin of Species has had immeasurable influence
not only on biology but also on human thought in general. We cherish
Darwin for we owe to him our enlightened view of the nature of living
things, including ourselves; our civilization would be pitifully immature
without the intellectual revolution led by Darwin, even if we were equally
well off economically without it. H.J. Muller (1960), in celebrating the
hundredth anniversary of the publication of The Origin of Species,
remarked that it can justly be considered as the greatest book ever written
by one person.
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Extrapolating from artificial selection which proved to be most efficient
in producing domestic races of plants and animals useful to man, Darwin
reasoned that the principle of selection applies equally in nature. Because
more individuals of each spécies are born than can possibly survive, a
struggle for existence follows, and any variation, however slight, if in any
manner profitable to the individual, will have a better chance of surviving
Then, under ‘the strong principle of inheritance’, such a variation tends to
be propagated. He writes:

Slow though the process of selection may be, if feeble man can do
much by his powers of artificial selection, I can see no limit to the
amount of change, to the beauty and infinite complexity of the
coadaptations between all organic beings, one with another and
with their physical conditions of life; which may be effected in the
long course of time by nature’s power of selection.

Darwin emphasized the importance of accumulation of small beneficial
variations, thereby causing a gradual and continuous process of adaptive
evolution.

When Darwin formulated his theory, the mechanism of inheritance and
the nature of heritable variations were unknown, and this prevented him
from being fully confident of the role of natural selection. In fact, through
successive editions of The Origin, he gradually weakened his claim that
natural selection is the main cause of evolution. He conceded that
inheritance of acquired characters also plays an important role in
evolution. It is all too easy to forget that a storm of opposition and criticism
once raged against the Darwinian view, for it is now so well established as to
be regarded as almost sacrosanct.

With the rise of Mendelian genetics in this century the way was open to
elucidate the mechanism of inheritance and the nature of heritable
variations, which Darwin vainly struggled to understand. The dawn of the
Mendelian era, however, was stormy. Soon, a bitter conflict arose between
the biometricians championed by Karl Pearson and W.F.R. Weldon, and
the Mendelians led by William Bateson (see Provine, 1971). Actually, the
conflict between these two groups had started before the rediscovery of
Mendel’s law in 1900. Weldon, who was a biologist, came to the belief,
stimulated by Francis Galton, that evolution can best be studied by the
statistical method. He made many measurements on animal and plant
characters with the aim of estimating the evolutionary rate and intensity of
natural selection. Through personal contact with Weldon, Karl Pearson,
who was an outstanding applied mathematician, became interested in the
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problems of evolution. Although the theory of heredity he formulated was
wrong, the statistical methods which Pearson developed, such as the x*
method, turned out to be of enormous value for later studies of evolution
and variation, as pointed out by Haldane (1957a). Both Weldon and
Pearson believed, following Darwin, that evolution occurs gradually by
natural selection operating on small differences.

On the other hand, William Bateson, through his studies of variation in
plants and animals, came to the definite conclusion that evolution could not
occur by natural selection acting on continuous variations, contrary to
Darwin’s view. Bateson emphasized instead the importance of discon-
tinuous variation.

With the rediscovery of Mendel's laws, the conflict between Mendelians
and biometricians was exacerbated. While Bateson was impressed by the
mmportance of Mendel's laws, both Weldon and Pearson vigorously
attacked Mendelism. It is said that from the strenuous effort to disprove
Mendelism by searching for exceptions in the huge volumes of stud books
of race horses, Weldon became exhausted, contracted pneumonia, and died
in the prime of his life (see Pearson, 1906). As one who has been honored by
the Weldon Memorial Prize, I feel a particular interest in Weldon's life, and
would like to add that he made an important discovery concerning the
action of natural selection. He studied (Weldon, 1901) snail shells and
measured the numbers of turns of the spiral in a given length of axis. By
comparing this number in young shells and in the corresponding part of the
adult shells, he found that young snails that had too many or too few turns
showed a higher mortality than those whose shells were near the average.
This is one of the first reports of ‘centripetal selection’, as pointed out by
Haldane (1959).

After Weldon’s death, biometricians were in retreat and the victory of
Mendelians was soon evident, being supported by overwhelming facts.
Many Mendelians at that time doubted that natural selection acting on
small continuous variations could be effective in producing evolutionary
change as envisaged by Darwin. Rather, they adopted the mutation theory
of Hugo de Vries, claiming that a new species arises by mutational leaps
rather than by gradual natural selection. The mutation theory, proposed at
the beginning of this century, became very popular among biologists and
found many adherents at that time.

It is now known that the ‘mutations’ observed by de Vries in the evening
primrose Oenothera lamarckiana were probably due to this plant being
heterozygous for special multiple chromosome rearrangements. As re-
marked by Sturtevant (1963), it is ironic that few of those mutations would
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now be called mutations. Nevertheless, de Vries’ theory, by calling wide
attention among scientists to the possibility of mutation as the real cause of
genetic variation, opened the way to its eventual confirmation and
elucidation by H.J. Muller, to whose great contribution to our understand-
ing of the mechanism of evolution we have to return later.

The first decade of this century witnessed active experiments to settle the
issue whether natural selection on continuous characters is effective (as
assumed by Darwin) or not, Among such experiments, those made by
Wilhelm Johannsen are probably best known. He proposed the pure line
theory, showing that selection is ineffective within a pure line. The exciting
but confusing atmosphere of this period is well described by Provine (1971).

Gradually, however, it became understood that Mendelism and
Darwinism are mutually compatible. Such a change of atmosphere was due
to the vigorous development of genetics, of which Drosophila genetics was
particularly important, revealing that mutational changes can be very
small, Eventually, population genetics was developed through the effort to
bring about a synthesis of Darwinism and Mendelism by the method of
biometry.

The contributions of Hardy (1908) and Weinberg (1908) serve as a
convenient starting point to discuss the history of population genetics.
They showed that under random mating and Mendelian inheritance,
genotypic frequencies at an autosomal locus remain unchanged from
generation to generation. Furthermore, if a pair of alleles A and a occur
with relative frequencies of p and g (where p + g = 1), then the equilibrium
genotypic frequencies are

p*AA:2pgAa:qiaa.

The finding that genotypic frequencies remain unchanged was significant,
for some biometricians at that time mistakenly criticized Mendel’s laws by
saying that if they were true, a dominant trait (such as brachydactyly in
man) would increase in frequency until it reaches 75%,. Hardy's paper
helped to dispel this misconception. Now that Mendelian inheritance is
well established there is no need for us to worry about such a matter.

A part of the findings by Hardy and Weinberg which we can still
appreciate is the rule that genotypic (or zygotic) frequencies in a random
mating population can be computed by simply multiplying relevant gene
frequencies. It is, however, no more than a useful rule. Their findings serve
as a convenient starting point for the teaching of population genetics.
However, 1 find it surprising that the Hardy—Weinberg principle is
customarily presented with an exaggerated importance attached to its
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significance. This tendency was probably started by Dobzhansky who
presented ‘the Hardy—Weinberg law’ in the third edition (1951) of his
influential book Genetics and the Origin of Species saying that this law is the
foundation of population genetics and of modern evolution theory. In my
opinion, the pedantic, and intellectually sterile way that this law is often
presented is almost detrimental to students, so that some reform is needed
in the teaching of elementary population genetics. In many textbooks, after
solemnly announcing that this is the most important law in population
genetics, it is introduced by saying that (i) with no disturbing influences
(such as mutation, selection, migration, random sampling of gametes etc.),
the genotypic frequencies remain unchanged under random mating, and,
(ii) the genotypic frequencies are given by p2A44, 2pgAa and g2aa.
Furthermore, the first point (i) is emphasized as the more essential part of
the law, which, I think, is anachronistic.

The fact that gene frequencies do not change without disturbing factors is
obvious without any computation as soon as we note that homologous
genes on the chromosomes segregate regularly at meiosis and that genes are
self-reproducing entities. We tend to forget that formation of genotypes
(zygotes) is simply a grouping by two of homologous genes. Higher
organisms including ourselves happen to have a well-developed diploid
phase; probably no one would pay any attention to the Hardy—Weinberg law
if we humans were haploid. The Hardy—Weinberg law would be a totally
useless thing if its validity were restricted to the condition (i). On the other
hand, as a rule of thumb, it is quite useful; genotypic frequencies can be
predicted with very good approximation by simply multiplying relevant
gene frequencies even when gene frequencies are changing, generation after
generation, under natural selection, if we enumerate genes and genotypes
immediately after fertilization.

During the two decades that followed the contributions of Hardy and
Weinberg, the population consequences of Mendelian inheritance were
worked out by R.A. Fisher, J.B.S. Haldane and Sewall Wright. By the early
1930s the mathematical theory of classical population genetics was
essentially complete.

Among these three founders of theoretical population genetics, Fisher
appears to have had the strongest influence on the formation of the
orthodox view that the rate and the direction of evolution are almost
exclusively determined by natural selection, with mutation, migration and
random drift playing subsidiary roles.

Incidentally, the term neo-Darwinism has often been used to represent
the orthodox evolutionary genetics because it is in the tradition of
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Weismannm, rejecting inheritance of acquired characters and attaching
paramount importance to natural selection. In the United States, a more
impressive name ‘Synthetic Theory of Evolution® has been widely used,
perhaps to emphasize that various factors are taken into consideration.
In the field of theoretical population genetics, Fisher achieved a number
of breakthroughs. In 1918 he published a profound paper treating
correlation between relatives by statistical methods based on the sup-
position of Mendelian inheritance (Fisher, 1918). Like many of his other
papers, the subject was worked out so thoroughly with his impressive
mathematical power that subsequent studies by a number of mathematical
geneticists have been able to add relatively little. In fact, after more than half
a century, it still remains one of the most profound papers on biometrical
genetics. In 1922, Fisher published a paper with the rather odd title, ‘On the
dominance ratio’. Although the mathematical treatments in it were
incomplete and even contained significant errors, the paper was full of
originality. With this paper, Fisher initiated the use of stochastic methods in
population genetics, in which random fluctuation of gene frequencies from
generation to generation is incorporated. Fisher considered random
sampling of gametes as the factor causing random fluctuation in gene
frequency and, assuming no selection, he investigated its effect (which he
called ‘Hagedoorn effect’) on the decrease of genetic variability of a species.
Using a gene frequency transformed to stabilize the variance, he derived a
partial differential equation that is commonly used to describe the
conduction of heat. He then solved it and found that the variance decreased
at the rate 1/(4N) per generation, where N is the number of breeding
individuals. From this he concluded that the decrease of variability by this
cause is so inconceivably slow that it is of little consequence in evolution. As
compared with this, he considered that a most trifling amount of selection
has an important effect. Unfortunately, Fisher’s treatment contained a few
errors. In particular, the correct rate of decay of variance was 1/(2N), as
shown by Wright using an entirely different method. Later, Fisher (1930a)
presented a more complete treatment of the problem in which the errors
were amended and the results were greatly extended. But he did not find any
reason to change his earlier conclusion on the role of random sampling of
gametes; population sizes of most species are so enormous that random
sampling is a totally unimportant factor in evolution, Fisher's 1922 paper
also contains a discovery which made a profound influence on the later
thinking of population and evolutionary geneticists. He showed that if
selection favours the heterozygote, there is a condition of stable equilib-
rium, and both alleles will continue in the stock. In other words,
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overdominant alleles are actively maintained in the population by natural
selection.

Fisher’s 1930 paper is an elaboration of the stochastic problems treated
in his 1922 paper. He developed an ingenious functional equation method
to treat the fate of rare mutant alleles in the population. Although the
method is now familiar among mathematicians in the study of ‘branching
processes’, the level of sophistication relative to that time is most
impressive. His penetration into the problem and mastery of his math-
ematical analyses makes me often feel that Fisher’s mathematical results
cannot easily be surpassed. Our contemporary advantage mainly comes
from the unexpected robustness and versatility of the diffusion equation
method (now called ‘diffusion models’, see Kimura, 1964): without our
current knowledge Fisher must have felt insecure in using these to study the
behavior of rare mutant alleles. At any rate, he arrived at the conclusion
that chance in the form of random gene frequency drift is unimportant in
evolution. For me this appears to be almost an anticlimax, after seeing his
most impressive mathematical treatments of the stochastic behavior of
mutants.

His whole views on evolution at that time were summarized in his book
The Genetical Theory of Natural Selection (Fisher 1930b). To bring out the
synthesis of Darwinism, Mendelism and biometry, no other single book
contributed more than this one. Since its publication, it became a bible for
many biologists who tried to understand evolution in terms of natural
selection. Like the Bible, it brought revelation and at the same time some
biassed thinking. Fisher must be largely responsible for the panselectionism
later prevalent in England.

One of his pet theories is his explanation of how dominance evolved
(‘theory of dominance’). Fisher claimed that the dominance of the wild type
gene over mutant alléles is caused by long continued’selection of modifiers
which make mutant heterozygotes resemble the wild type homozygotes (see
Fisher, 1930b). Fisher assumed that mutant heterozygotes were originally
intermediate in fitness between two homozygotes (i.e. no dominance at the
start). Since mutant heterozygotes are in general rare, the selection for such
modifiers is extremely weak, of the order of mutation rate, but Fisher
claimed that in the long course of evolution a very weak force will
eventually be effective. He quantified the efficiency of selection involved by
deriving a formula which, according to him, represents the rate of progress
in the modification of the heterozygote, compared to the rate of progress
which would be effected by selection of the same intensity, acting upon a
population entirely composed of heterozygotes. His formula, using termi-
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nologies in the present book, is
20wy 5/[(1 — wy2)(2 = w,,)] (1.1)

where v is the mutation rate and w, , is the fitness of heterozygotes relative
to the wild homozygotes. Fisher’s theory of dominance was criticized by
Wright (see for example, Wright, 1934. For details, see chapter 15, vol. 3
(1977) of his treatise). Wright pointed out that such weak selection would be
easily upset by other forces of selection that might be induced by the
modifiers’ effects on the much more abundant wild type homozygotes, and
also it would be overwhelmed by mutation pressure and random drift.
Haldane (1930) was also critical, arguing that it is much more likely that
selection occurs among wild type alleles, favoring a more active and
therefore more dominant wild type.

It now appears that Fisher’s theory of dominance is either untenable or at
best holds only for special cases. Recent studies of lethal and slightly
deleterious mutants in Drosophila clearly show (see Mukai and Yamaguchi,
1974) that slightly deleterious mutants have in general a much higher
degree of dominance (0.3 ~ 0.4) than lethal and semilethal ones (degree of
dominance 0.01 ~ 0.02). These studies concern only viability, but the same
conclusion also holds for total fitness. Mutants with mild homozygous
effects have a much greater relative effect on heterozygous fitness than do
drastic mutants (Simmons and Crow, 1977; Crow, 1979). It is clear from
equation (1.1) and was emphasized by Fisher that, as the heterozygote is
closer to the normal homozygote in fitness, the rate of dominance
modification increases rapidly. We should therefore expect that mildly
deleterious mutants should be more nearly completely recessive than
lethals. However, the opposite is true. A similar criticism was made by
Charlesworth (1979) (see also Charlesworth and Charlesworth, 1979). As
compared with Fisher’s theory, alternative hypotheses due to Wright (see
Wright, 1977) and especially to Muller (1933) are more plausible: the wild
type allele usually produces a useful substance which recessive mutantslack
the ability to produce or produce in lesser amount. Dominance can be
understood in terms of the dose-response curve. The wild type genes are
selected in the course of evolution for ability to produce useful substances
with a sufficient margin of safety to withstand external and internal
disturbances; dominance follows automatically,

Throughout his writings, Fisher consistently minimized the role played
by random drift in evolution, and this must have discouraged young
English geneticists from working on this topic. What turned out, however,
is that in theoretical population genetics, the main progress in recent years
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has been the treatment of gene frequency changes as stochastic processes
(See Li, 1977a). The lack of interest shown by English geneticists in this field
is probably due to Fisher's influence. The situation is rather different in
Scotland where Alan Robertson of the Institute of Animal Geneétics has
done outstanding work on small populations, influenced by Wright.

Haldane’s contributions to population genetics are not as original as
Fisher’s, but they are more diverse, more open minded, and often
biologically more appropriate. Starting in 1924, he published a series of
papers entitled ‘A mathematical theory of natural and artificial selection’.
With these papers he opened up the systematic mathematical attack on the
process of change in gene [requencies by natural selection. The work is
based on his conviction that a satisfactory theory of natural selection must
be quantitative (as stated in his first paper, part I of the series; Haldane,
1924), and that only through quantitative investigation can the adequacy of
the genetic theory of natural selection be tested. He considered various
kinds of selection, such as zygotic, gametic, familial and X-linked. A typical
situation considered is as follows. In a very large random mating
population, the dominant types (A4, Aa) are favored, and, as compared
with them, | — k recessive (aa) individual survive to breed, where k is called
the coefficient of selection in favor of 4. Then, Haldane derived a finite
difference equation which transforms the gene ratio (Le. ratio of the
frequency of A and a) from one generation to next. The equation obtained
was nonlinear, and although he could not obtain the exact solution, he
worked out approximate solutions sufficient for practical purposes, He
then constructed a table from which one can readily obtain the relation
between selection intensity and the time change of genotypic [requencies.
For example, if k = 0.001 it takes about 16483 generations for A to increase
from 19 to 99%,. If k is ten times larger, the number of generations required
becomes one-tenth as long. Haldane showed that in general the number of
generations required for a given change is inversely proportional to the
intensity of selection. He applied this theory to a case of industrial melanism
in moths that occurred in Manchester and found that the selection
coefficient involved was at least 0.332 and probably as large as 0.5, Some
thirty years later, thanks to the work of Kettlewell (1955) and others, it was
shown that selection intensities of this magnitude commonly occur in these
moths, especially from predation by birds.

Such treatment of the change of gene frequencies, as initiated by Haldane,
can be called deterministic, since no random elements, particularly, random
sampling of gametes, are taken into account. Even if more sophisticated
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methods have been developed since, the deterministic treatment is still
widely used, and usually is found satisfactory when the population is large.
Furthermore, because of its simplicity, this approach is still the most useful
and often the only manageable one for many problems. In the subsequent
papers of the series, he investigated the effects of various factors on the
change of gene frequencies, such as partial inbreeding, partial assortative
mating, incomplete dominance (including over-dominance) for autosomal
as well as sex-linked loci, multifactorial inheritance, linkage (but without
selection), polyploidy, generation overlap, and isolation. These papers
contain results which are still useful but often overlooked. Among the
series, two papers, parts V and parts VIII, deserve particular mention. In
part V, Haldane (1927) took up a stochastic problem and investigated the
probability of fixation of mutant genes, using the generating function
method suggested by Fisher (1922). He showed for the first time that a
dominant mutant gene having a small selective advantage k in a large
random mating population has a probability of about 2k of ultimately
becoming established in the population. Another outstanding paper is part
VIII entitled ‘Metastable populations’ (Haldane, 1931) in which he
investigated the situation where mutant genes are disadvantageous singly
but become advantageous in combination. Assuming no linkage com-
plications, he treated the two-locus case with extreme elegance, determining
trajectories of points representing the genetic composition of a population
in a two-dimensional co-ordinate system. He discussed transformation of
the AABB population into the aabb population, and wrote that a species
which is liable to transformation of this kind may be called ‘metastable’. He
suggested that the process of species formation may be a rupture of the
metastable equilibrium, and that such rupture will be especially likely in
small isolated communities. It is interesting to note the similarity of this
work to the theory of Wright, which was propounded independently and
which describes evolution as a trial and error process in terms of a
multidimensional adaptive surface (Wright’s ‘shifting balance theory’ to be
discussed subsequently).

Haldane’s work up to this stage is summarized in his book The Causes of
Evolution published in 1932. This book is much easier to read than Fisher’s
1930 book, and it must have contributed greatly to making the biological
world realize that Mendelism and Darwinism are mutually compatible,
Haldane took many opportunities to write on the use of mathematics in
biology, particularly in relation to the genetical theory of evolution. He
wrote, in one of his papers (Haldane, 1938):
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At present one may say that the mathematical theory of evolution
is in a somewhat unfortunate position, too mathematical to
interest most biologists, and not sufficiently mathematical to
interest most mathematicians. Nevertheless, it is reasonable to
suppose that in the next half century it will be developed into a
respectable branch of Applied Mathematics.

His prediction is now fully realized, and the use of mathematical models is
now becoming more and more popular in biology. His confidence in the
ultimate value of making evolutionary studies more quantitative is well
illustrated in his spirited article entitled “A defense of beanbag genetics’
(Haldane, 1964). He wrote this shortly before his death, in rebuttal to Ernst
Mayr’s (1963) criticism that population genetic theories regard a popu-
lation as a bag full of colored beans and that such a simplified way of
thinking is misleading.

As compared with Fisher and Haldane, Wright’s view of evolution is
distinguished by his emphasis on the importance of random genetic drift
and the prevalence of non-additive gene interaction systems. Following his
earlier work on systems of mating (Wright, 1921) in which he developed a
new and powerful treatment of inbreeding and assortative mating using his
method of path coefficients, he published in 1931 a paper entitled
‘Evolution in Mendelian populations’. Together with Fisher's (1930b) book
Genetical Theory of Natural Selection and Haldane's (1932) The Causes
of Evolution, this paper represents a culmination of classical population
genetics, whereby the synthesis of Darwinism and Mendelism was fully
achieved.

Since 1932, Wright developed a theory of evolution that he later called
‘the shifting balance theory’ (Wright, 1932, 1970). Examining various modes
of transformation under mutation pressure (as may occur in the de-
generation of useless organs), mass selection, pure sampling drift and
migration, Wright came to the conclusion that a large, subdivided
population structure is most favorable for rapid evolutionary progress
through the shifting balance process. According to him (Wright, 1977),
three phases are involved in the process: (i) Random drift — extensive gene
frequency drift occurs in each deme (local population) due to accidents of
sampling or to fluctuations in the coefficients measuring various evolu-
tionary pressures. (i) Mass selection — by chance a deme may cross one of
the innumerable ‘two-factor saddles’ in the surface of fitness values leading
to rapid genetic change in this deme by mass selection. (iii) Interdeme
selection — a deme which came to a new [itness peak superior to surround-
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ing demes will expand through interdemic selection. This process may
spread through concentric circles originating from different centres, and two
such circles may overlap and give rise to a new, still superior centre for
further progress. Thus, a virtaally infinite field of interaction systems may
be explored with only a small number of novel mutations.

Wright's theory has been widely misunderstood as proposing random
drift as a significant alternative to natural selection in the phenotypic
evolution of species. That this is not what he originally intended has been
emphasized by Wright himself (see p. 453, vol. 3 (1977) of Wright's treatise).

For Wright, the shifting balance process involving joint action of all
evolutionary factors is the major basis for evolution. During the decade or
two that followed his 1931 paper, Wright's theory of evolution attracted
much attention. Its popularity was greatly enhanced by its detailed
exposition in Dobzhansky's book Genetics and the Origin of Species (1937)
which was widely read by biologists. I still remember my fascination when 1
first read about Wright's work in that book when I was an undergraduate
student.

Wright's theory was criticized by Fisher and his school in England, and a
controversy arose (Fisher and Ford, 1950; Wright, 1951a; Fisher, 1953;
Ford, 1965) which continues to this day. The issue, obviously, is whether
random drift has any important role to play in evolution. Fisher was
confident that the number of individuals making up a species is genera‘ll.y S0
large that the chance effect due to random sampling of gametes is negl:gll:}le.
He also thought that for most mutant alleles the product of the population
size and the selection coefficient is unlikely to be restricted to the
neighborhood of zero in the course of evolution so that selectively neutral
mutants must be extremely rare. On the other hand, as mentioned above,
for Wright random drift in local populations is important in progres.si\ie
evolution. He considered that a species consisting of one large panmmt.lc
population will soon reach an adaptive plateau by mass selection and will
end up in evolutionary stagnation. Fisher (1953) thought that suchan even‘t
is unlikely, for the population would contain myriads of‘ genotypes, 'fmd if
any of the extreme (homozygous) forms among them has, in son:nc.part:cuiar
locality, a selective advantage, ‘there is nothing to prevent a shift in the gene
ratios yielding higher adaptation’.

Wright's theory has also been criticized by Mayr (1963 see p. 520) v‘.rho
considers that in all widespread, successful species there may be sulﬁgwnt
migration between demes to make gene frequencies of all ioca} p_opulanons
very similar. In my opinion, no compelling evidence for tht.: shifting ba}anc.c
theory is available, although it is an attractive hypothesis. I also think it
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somewhat surprising that, despite his passion for the shifting balance
process, Wright has not made much quantitative study of the process, nor
made serious attempts to test it against critical observations.

Although Wright’s theory of evolution is controversial, he has made
many fundamental contributions, since his 1931 paper, to our understand-
ing of the stochastic behavior of mutant alleles in finite populations. He has
worked out gene frequency distributions under irreversible as well as
reversible mutation (Wright, 1937, 1938a, 1942, 1945; for review see vol. 2,
1969 of Wright’s treatise). Ensuing development of the subject in terms of
diffusion models (see Kimura, 1964) owes much to his work.

2

Overdevelopment of the synthetic
theory and the proposal of the
neutral theory

2.1 Formation of the synthetic theory as the orthodox view

In the previous chapter, a history of the theories on the mechanism
of evolution was presented —a history leading to the establishment of
classical population genetics by Fisher, Haldane and Wright early in the
1930s. In discussing the synthesis of Darwinism with Mendelian genetics,
there is one more name that we should not forget. This is H.J. Muller who
by the early 1920s had elucidated the flundamental nature of gene mutation
and its bearing on evolution by natural selection.

His dramatic demonstration of the mutagenic action of X-rays (Muller,
1927) for which he was later awarded the Nobel Prize is well known. But less
well known are his fundamental contributions to our understanding of the
mechanism of evolution. He propounded forcefully the view that the basis
of adaptive evolution by natural selection lies in the remarkable property of
the gene that not only is each gene self-reproducing, but also mutated forms
of a gene are again self-reproducing (Muller, 1922, see also p. 175 of Muller,
1962). Natural selection, then, can be defined as the differential multipli-
cation of mutant types. He went so far as to claim (Muller, 1929, see p. 188
of Muller, 1962) that the gene is the very basis oflife. This was at a time when
many biologists still regarded the gene as a hypothetical entity which was
assumed to explain the results of crossing. This ‘gene primacy’ view was
later much extended by him (Muller, 1966). According to Muller, ‘the
criterion for life is the potentiality of evolution by Darwinian natural
selection’. He also established the principle that gene mutations, being blind
changes, would usually be harmful, and that the more drastic ones would
tend to be the more harmful. Nowadays, we seldom appreciate Muller’s
insight, for these views are shared by us as common sense. Another principle
to which he called attention, as a corollary of the above principle, is that
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mutant genes tend to have less dominance than their ‘normal’ progenitors,
He applied these principles not only to evolution butalso to the problems of
human welfare; his paper entitled ‘Our load of mutations’ (Muller, 1950)isa
classic in human population genetics. One remarkable foresight of Muller
was that most mutant genes have a certain degree of dominance and that it
is probably greater in the case of the less detrimental mutant genes than the
more detrimental ones. Since then this has been amply confirmed by the
work of Crow, Mukai and their collaborators (for review, see Simmons and
Crow, 1977; Crow, 1979).

In addition to bringing in these conceptual revolutions, Muller created
elegant, special purpose stocks, including the famous ‘CIB’ chromosome,
which made Drosophila the unrivalled experimental organism for genetical
studies, to be surpassed only much later by E. coli. Studies of lethal and
detrimental mutant genes in natural populations of Drosophila would
certainly have been impossible without Muller’s technical breakthrough. It
is clear that Muller, more than anybody else, contributed to the establish-
ment of the very foundation for studies of evolution by genetic methods.

Upon the foundation built by Fisher, Haldane and Wright, as well as by
Muller, various studies, including investigation of natural populations by
Th. Dobzhansky and his school, paleontological studies by G.G. Simpson,
‘ecological genetics’ by E.B. Ford and his followers, and the speciation
theories of Ernst Mayr were added one by one until the synthetic theory
grew into an enormous and impressive edifice.

Dobzhansky's main contribution to the science of population genetics,
other than his influential writings, is his finding with A.H. Sturtevant that
chromosome polymorphisms involving inversion (ie. reversed gene order
in a chromosome region) are abundant in some species of Drosophila (see
Dobzhansky, 1951, 3rd edition, for review). He carried out extensive and
successful investigation of inversion polymorphisms particularly in natural
populations of D. pseudoobscura. In addition to observations in natural
populations, he did cage experiments to study the frequency changes of
chromosomes having different inversions, in which Wright collaborated to
estimate fitnesses of various genotypes (Wright and Dobzhansky, 1946).
The statistical analyses showed that the inversion heterozygotes have
higher fitness than inversion homozygotes. The data were also analysed
under the hypothesis of frequency-dependent selection, which was equally
consistent with the data. Dobzhansky and his associates then attempted to
make a more direct test of heterosis of polymorphic inversions, for which
they obtained supporting evidence. Although the genic contents that
differentiated these inversions were unknown, such prevalence of inversion
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polymorphisms and experimental evidence suggesting marked heterosis of
these inversions led Dobzhansky to hold the view that overdominance or
heterozygote advantage at individual gene loci is prevalent in natural
populations. >

The enthusiasm toward the omnipresence of heterozygote advantage
was spurred by Lerner’s (1954) proposal of ‘genetic homeostasis’. According
to him, Mendelian populations (i.e. reproductive communities) are pos-
sessed of self-equilibrating properties tending to retain a genetic com-
position that produces a maximum mean fitness. He claims that the most
likely mechanism for this is heterozygote advantage, and for normal
development of the individual, an obligate level of heterozygosity is needed.
He went so far as to suggest (Lerner, 1954, p. 75) that the pre-Mendelian
potion of ‘inbreeding per se’ being harmful is partly justified. In other words
‘not only gene contents but homozygosity as such must be considered to
play a role in inbreeding degeneration’. Lerner questioned Muller’s (1950)
concept of genetic load on the ground that *balance in populations based on
the selective advantages of heterozygotes’ is a phenomenon extending
beyond isolated cases of polymorphism. In addition to overdominance,
Lerner emphasized the importance of epistatic interaction in fitness, being
influenced by Wright's concept of evolution as an irregularly shifting state
of balance.

This line of thought attaching paramount importance to heterozygosity
as the ‘adaptive norm’ and epistasis as the cause of ‘coadapted gene
complexes” was further elaborated by Dobzhansky (1955) who presented
the leading paper at the twentieth Cold Spring Harbor Symposium
dedicated to the topic of population genetics. He set up two contrasting
working hypotheses called the ‘classical’ and the ‘balance’ hypotheses.
According to his formulation, the classical hypothesis assumes that
evolutionary changes consist of gradual substitution and eventual fixation
of the more favorable allele in place of the less favorable one. Under this
hypothesis, he asserts that most individuals in a population should be
homozygous for most genes, and heterozygous loci will be a minority. The
chiel sources of heterozygosity, rare as it is, are four under the classical
hypothesis: (1) deleterious mutants which are eliminated by natural
selection in a certain number of generations; (2) adaptively neutral
mutants; (3) adaptive polymorphism maintained by the diversity of the
environments; (4) the rare good mutants in the process of spreading
through the population. On the other hand, the balance hypothesis
assumes that the adaptive norm is an array of genotypes heterozygous for a
number of alleles. Homozygotes for these alleles occur in normal outbred
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populations only in a minority of individuals, and they are inferior to
heterozygotes in fitness. Then, there will be a selection pressure favoring the
development of series of multiple alleles at many loci. Dobzhansky's
description of the balance hypothesis is very similar to Lerner’s claim of
genetic homeostasis. It is abundantly clear from his writings that Dob-
zhansky placed himself as the chiel protagonist of the balance hypothesis
and put Muller in the opposing camp of classicists.

To support his case, Dobzhansky (1955) presented results of various
experiments, among which the most remarkable was the production
through recombination of what he called synthetic lethals. In one
experiment, he reported that 10 second chromosomes were taken from a
population of D. pseudoobscura. These chromosomes were normal to
subvital when homozygous. Then, females heterozygous for all possible
combinations of these 10 chromosomes were bred to produce offspring, and
450 chromosomes from them were tested for homozygous viability. It
turned out that among these 450 chromosomes, 19 were lethal and 57 were
semilethalin doubledose. It is evident, if the experiment is valid, that a mere
10 chromosomes can give rise to a great abundance of genetic variability.
Later investigations by other geneticists, however, could not confirm the
existence of many synthetic lethals (Hildreth, 1956; Spiess and Allen, 1961 ;
Temin et al., 1969). Dobzhansky also reported that his group found that
some lethals were heterotic, contrary to Muller’s claim. No supporting
evidence for it, however, was obtained in the large-scale study of Mukai and
Yamaguchi (1974). They also showed that contrary to Dobzhansky’s claim,
‘super-vital’ chromosomes do not occur, at least in Drosophila melanogas-
ter. Furthermore, they showed that lack of correlation between the fitness of
a heterozygote and the sum of fitnesses of the constituent chromosomes
when homozygous, as claimed by Dobzhansky, is due to mixing of lethals
and mildly detrimentals which have very different degrees of dominance
(Mukai and Yamazaki, 1964 ; Wills, 1966). Also lethal frequencies in natural
populations are too low to permit any appreciable overdominants, or even
complete recessives, as first noted by Sturtevant (Crow and Temin, 1964;
Crow, 1964).

Despite its shaky evidence, this paper of Dobzhansky had a tremendous
influence on subsequent opinions among population geneticists, parti-
cularly in the United States.

In the latter half of 1960s when abundant enzyme polymorphisms started
to be uncovered in many organisms by electrophoretic methods, some
authors wrote as if Dobzhansky predicted the existence of such extensive
polymorphisms by his balance hypothesis. The truth is, however, that most
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of the experimental evidence on which Dobzhansky thought to support his
balance hypothesis turned out to be invalid (see for example, Mukai and
Yamaguchi, 1974).

Muller (1958) strongly opposed the claim that overdominance plays a
predominant role in maintaining genetic variability, let alone the claim, as
made by Lerner (1954), that heterozygosity per se tends to be beneficial. He
was particularly afraid that such a view might be used to minimize the
harmful genetic effects of radiation. Yet it is wrong to assert that Muller
held the view that species are genetically homogeneous. In a paper entitled
‘Redintegration on the symposium on genetics, paleontology, and evolu-
tion’, Muller (1949) said:

Moreover, it must be remembered that in most natural crossbreed-
ing populations there has occurred a great accumulation of
mutations that have arisen through the course of hundreds of
preceding generations and that have not yet become established
but with regard to which the population is still heterogeneous.
Thus there may be a very considerable amount of hereditary
variability of that character in the population, allowing its
plasticity in response to selection in virtually any direction, and
this is again despite the fact that mutation in any individual gene is
so exceedingly rare.

The thesis that balancing selection rather than recurrent mutation is the
main cause of genetic variability within species is also implicit in the
concept of genetic polymorphism first proposed by E.B. Ford in 1940
(quoted from Ford 1965). He defines genetic polymorphism as the
occurrence together in the same habitat of two or more discontinuous
forms of a species, in such proportions that the rarest of them cannot be
maintained simply by recurrent mutation. In my opinion, this was a
peculiar definition, for it tacitly presupposes the mechanism involved;
mutation-selection balance was automatically excluded from it. This
definition has since been widely quoted in textbooks of genetics. Ford
claims that the genetic polymorphism is most frequently maintained by
heterozygous advantage (see Ford, 1965, p. 63). Actually, Ford's argument
for the prevalence of overdominance is very simple, as clearly stated in
another of his books Ecological Genetics (Ford, 1964). He says that ‘the
heterozygous advantage tends to be evolved in polymorphisms’ and that the
heterozygote will have ‘nothing but advantage, and be superior to the
homozygotes which will have both advantage and disadvantage’. At the
same time, a high intensity of selection involved was suggested, in contrast
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to the traditional view that adaptive evolution consists of gradual
accumulation of small mutational steps. Ford’s opinion found many
adherents, particularly in England.

It seems to me that they overlooked the fact that only those cases with
very large selection coefficients could be detected in nature by the methods
of ecological genetics. In fact, the difficulty of detecting a small selection
intensity can be seen in the experimental work of Mukai and Yamaguchi
(1974) who investigated the relative viabilities of lethal chromosomes in
heterozygous condition in Drosophila melanogaster. They extracted 691
second chromosomes (274 lethal-carrying and 417 lethal-free chromo-
somes) from the Raleigh, N.C., population. Using these chromosomes, they
made 688 crosses which produced 241 lethal-free heterozygotes( + / +), 350
single-lethal heterozygotes (+ /I) and 97 double-lethal heterozygotes (/).
In their experiment, the average number of flies counted per cross was
roughly 1400, bringing the grand total for all the crosses to 968 820 flies
(Mukai, personal communication). Thus, to establish the result that the
recessive lethal mutants lower the viability of heterozygotes by about 1.2%
on the average, they counted nearly one million flies under controlled
conditions.

Along with the emphasis on overdominance and epistatic interaction in
fitness, a new trend developed. One of the leaders in this development was
Ernst Mayr. According to him (Mayr, 1955), classical population genetics,
which describes in mathematical terms the frequencies of genes, is based on
the oversimplification of assuming a fixed, absolute selective value at a
single locus, and this is no longer tenable. Rather, we must regard the fitness
of a gene as relative; it depends on such factors as other genes with which it
combines, past evolutionary history of the population, degree of inbreed-
ing, population size, and so on. He pointed out that such a new
development was gathering momentum for some years, and is, 5o to speak,
‘a theory of relativity in the field of population genetics’.

Similarly, Waddington (1957) in his book entitled The Strategy of the
Genes criticized the work of Fisher, Wright and Haldane saying that the
mathematical theory they developed lacks two things that one normally
expects from a mathematical theory. First, it has not led to any noteworthy
quantitative statements about evolution, since the formulae involve
parameters of selective advantage, effective population size, mutation rate
etc., which are not known accurately. Secondly, it has not revealed new
relations and processes that can explain phenomena which were previously
obscure. In this book, Waddington introduced a horde of neologisms such
as metaselection in analogy with metaphysics, homeostatic and quasi-
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homeostatic selection, canalising selection in contrast to normalizing
selection, persistent drift vs. intermittent drift, spurious and true fitness
cross-section, creode etc., which for the most part are not useful for
discussing evolutionary proeesses in natural populations.

In the year 1959, the hundredth anniversary of the publication of
Darwin’s The Origin of Species was celebrated throughout the world. That
year’s Cold Spring Harbor Symposium was held under the title ‘Genetics
and Twentieth Century Darwinism’. In the leading paper entitled “Where
are we?, Mayr (1939) again speaks of the newer population genetics as the
genetic ‘theory of relativity’. Referring to the work of Fisher, Wright and
Haldane, he remarks: ‘but what, precisely, has been the contribution of this
mathematical school to the evolutionary theory, if I may be permitted to
ask such a provocative question? His own newer population genetics,
however, was entirely verbal and lacked any quantitative treatment, quite
in contrast to the theory of relativity in physics.

Despite these various attempts to glorify the synthetic theory of evolu-
tion, actually very little substantial progress was made at this time. On the
whole, it was a time of stagnation, rhetorical arguments dominating over
meticulous scientific reasoning.

By the early 1960s, consensus seems to have been reached that every
biological character can be interpreted in the light of adaptive evolution by
natural selection, and that almost no mutant genes are selectively neutral
For example, in his book Animal Species and Evolution, Mayr (1963, see
chapter 8) claims that he considers it exceedingly unlikely that any gene will
remain selectively neutral for any length of time. He also says that selective
neutrality can be excluded almost automatically whenever polymorphism
or character clines are found in natural populations. He even suggests that
it would clarify evolutionary discussions if authors would refrain from
invoking ‘genetic drift’ as a cause of evolution.

Also, Ford (1964), in his book Ecological Genetics, claims that-not only
are neutral genes very rare, but also they are unlikely to attain appreciable
frequencies, because their neutrality will be upset by changes in the
environment and in the genetic outfit of the organism. The rationale of
Ford's claim was drawn from Fisher (1930b) who had always been an
extreme selectionist. In fact, in one of his papers, he (Fisher 1936) states as
follows. ‘Evolution is progressive adaptation and consists of nothing else.
The production of differences recognizable by systematists is a secondary
by-product, produced incidentally in the process of becoming better
adapted.’

If we call the view that invokes positive selection to explain even the most
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minute biological differences as ‘panselectionism’, this was a very successful
paradigm at that time (and is still held by many biologists even now). I can
attest that the above represents the then prevailing tide of thought, for I
mysell was greatly influenced by it

Of course, panselectionism is not new. The history of evolutionary
writings, especially around the turn of the century, is full of far fetched,
imaginative ideas for selective advantages of specific traits. For example,
one author attributed the pink color of flamingos to protective coloration
against the setting sun. But the panselectionism of the synthetic theory is
much more sophisticated. In the 1950s all observations and experiments
appeared to support it

Another prevailing opinion at that time was that the rate and direction of
evolution is essentially determined by positive selection, with mutation
playing only a minor and subsidiary role. It was said that even if mutations
were stopped completely, outbreeding species usually have enough genetic
variability that can be generated by recombination so that evolution can
proceed for very long time. This opinion appears to have originated from
Fisher (see page 96 of Fisher, 1930b). Even Muller (1949) states that he
defends the thesis that evolutionary rates are chiefly determined by selective
factors rather than by mutation rates. I note, however, that Fisher and
Muller were thinking of adaptive evolution.

Looking back, I think that it is a curious human nature that if a certain
doctrine is constantly being spoken of favorably by the majority, endorsed
by top authorities in their books and taught in classes, then a belief is
gradually built up in one's mind, eventually becoming the guiding principle
and the basis of value judgement. At any rate, this was the time when the
panselectionist or ‘neo-Darwinian’ position was most secure in the history
of biology: the heyday of the traditional ‘synthetic theory’ of evolution.

Led by the Zeitgeist, a great deal was said about how gene pools of the
species are organized and how they change in evolution. However, these
were inferences based on observations at the phenotypic level, and in
reality, there was no way of actually knowing what is going on in evolution
at the level of the internal structure of the gene. As mentioned already, much
importance was claimed for epistatic and heterotic gene interactions in
fitness. Such terms as integrated coadapted complex, genetic revolution,
cohesion of the gene pool, as well as genetic homeostasis were introduced and
accepted by some. But, in my opinion, they were more rhetorical than
scientific.

Throughout this period, but largely independent of fashion, the math-
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ematical theory of population genetics grew gradually to be quite
sophisticated, a rather unusual occurrence in biology. Particularly note-
worthy is the theoretical framework called diffusion models (Kimura, 1964)
which makes use of partial differential equations known as diffusion
equations in mathematics. It enables us to treat the behavior of mutant
alleles by incorporating random changes due to random sampling of
gametes in reproduction as well as deterministic changes due to mutation
and selection. This powerful method is an outgrowth of the great work of
Fisher and Wright. My own life as a scientist has been largelydevoted to the
development of diffusion models stimulated by the pioneering work of
Wright. Although it involves approximation, the diffusion equation
method gives answers to many important but difficult problems which are
inaccessible to other methods. For example, this method gives solutions to
such problems as ‘what is the probability that a single mutant with
arbitrary dominance that appears in a finite sized population, and has a
certain selective advantage, will eventually spread through the whole
population? (Kimura, 1957, 1962). This probability is usually called the
probability of gene fixation in population genetics.

Despite such a development, its applicability to evolution had been quite
limited until the era of molecular biology was ushered in, because
population genetics theory is built on the concept of gene frequencies, that
is, the proportion of various allelic genes in the population. Conventional
studies of evolution are conducted at the phenotypic level, and there was no
direct way of unambiguously connecting the two.

Such limitations were removed with the advent of molecular genetics.
Two developments ensued. First, it became possible, through comparative
studies of amino acid sequences of proteins among related organisms, such
as comparisons of hemoglobins among vertebrates, and the use of
paleontological data, to estimate the evolutionary rates of amino acid
substitutions (Zuckerkandl and Pauling, 1965). This enabled us to estimate
the evolutionary rates of nucleotide substitutions inside the genes. Sec-
ondly, the development of electrophoretic techniques enabled us to detect
enzyme variability among individuals rapidly, and these studies have
disclosed a wealth of polymorphic variants at the enzyme level in many
organisms (Harris, 1966, Lewontin and Hubby, 1966). This led us to
estimate genetic variability within species on a much finer scale than with
conventional gene markers.

So, at last, the time had arrived to apply the mathematical theory of
population genetics to determine how genes evolve. One should have
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expected then that the principle of Darwinian positive selection or the
survival of the fittest would be clearly shown to prevail at this most
fundamental level.

For the benefit of readers who are not familiar with molecular genetics, I
shall briefly summarize here the nature of genes and mutations at the
molecular level. A gene, or more precisely a cistron, may be regarded as a
linear message written with four kinds of DNA bases usually denoted by the
letters A, T,G and C, where A = adenine, T = thymine, G = guanine and
C = cytosine. When the gene acts, this message is transcribed into another
molecule called messenger RNA, using four letters similar to those in DNA
sequences but having U (= uracil) instead of T. Then, the information in the
messenger RNA is translated into a polypeptide which is made by stringing
together amino acids, of which there are twenty different kinds. Finally, the

Table 2.1. Standard RN A code table

1 2

3
U C A G
u Phe Ser Tyr Cys U
u Phe Ser Tyr Cys S
u Leu Ser Term. Term. A
u Leu Ser Term. Trp G
C Leu Pro His Arg u
i Leu Pro His Arg C
& Leu Pro Gin Arg A
G Leu Pro Gln Arg G
A Ile Thr Asn Ser U
A Ile Thr Asn Ser
A Ile Thr Lys Arg A
A Met Thr Lys Arg G
G Val Ala Asp Gly U
G Val Ala Asp Gly C
G Val Ala Glu Gly A
G Val Ala Glu Gly G

Ala, Alanine (A); Arg, Arginine (R); Asn, Asparagine (N); Asp, Aspartic acid (D);

Cys, Cysteine (C); Gln, Glutamine (Q); Glu, Glutamic acid (E); Gly, Glycine (G);

His, Histidine (H); Ile, Isoleucine (I); Leu, Leucine (L); Lys, Lysine (K); Met,

Mcthiopine (M); Phe, Phenylalanine (F); Pro, Proline (P); Ser, Serine (S); Thr,

Thr;onme (_T}; Trp, Tryptophan (W); Tyr, Tyrosine (Y); Val, Valine (V); Term,,

gha;]n ;lrermma{ing codon. Letters in parentheses are one letter expressions used by
ayhoff,

2.2 Proposal of the neutral theory 25

polypeptide chain is folded to become a functional protein. It is remarkable
that protein molecules, which really make our lives possible and which
include enzymes (such as cytochrome c, hormones (such as insulin) and
structural materials (such askeratin), are all made in this way. The genetic
message is composed in such a way that a set of three consecutive letters or
‘triplet’ forms a code word or ‘codon’ for an amino acid. With four possible
letters at each position of a triplet, there are 4* or 64 codons, Of these, 61 are
used to code for the 20 amino acids, while the remaining three codons serve
as punctuation marks (‘chain termination’). The entire 64 code words have
been deciphered (see Table 2.1). Gene mutations are changes in the DNA
message, and they can be classified into two groups; (1) replacements of one
nucleotide base for another, and (2) structural changes consisting of
deletions and insertions of one or more nucleotide bases as well as
transpositions and inversions of larger DNA segments. It is known that
nucleotide substitutions are found more frequently than structural changes
when homologous genes are compared among related organisms. In other
words, nucleotide substitutions are the most prevalent evolutionary
changes at the molecular level.

22 Proposal of the neutral mutation-random drift hypothesis
The picture of evolutionary change that actually emerged from
molecular studies, however, seemed to me quite incompatible with the
expectations of neo-Darwinism, Among the salient features that were soon
disclosed were the approximate uniformity of the rate of amino acid
substitutions per year for each protein amongdiverse lineages, an apparent
randomness ir. the pattern of substitutions, and a very high overall rate
amounting to at least one mutant nucleotide substitution per genome every
two years when extrapolated to the haploid amount of DNA in mammals.
This rate was obtained by using a conservative estimate that one amino
acid substitution occurs in 28 x 10° yearsfor a polypeptide chain consisting
of 100 amino acids and also by assuming that the mammalian genome
comprises some 4 x 10% nucleotide pairs. I then realized that this estimate
of the rate of mutant substitution per genome per generation is at least
several hundred times higher for mammals than the famous estimate
previously obtained by Haldane (1957b). His estimate was based on his
concept called ‘cost of natural selection’ which I later called ‘substitutional
load’ (Kimura, 1960a). Haldane considered the situation in which an
original gene becomes disadvantageous due to change of environment,
while a mutant allele that was originally less fit becomes advantageous. He
then computed the amount of selective death or ‘cost’ needed to carry out
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gene substitution in the species. He showed that the cost D required to
carry out one gene substitution by natural selection is independent of the
selection coefficient but depends on the initial frequency of the substituted
mutant gene. He obtained an elegant result; D= —2log,p for a semi-
dominant mutation, where D is the fraction of cumulative selective deaths
and p is the initial mutant frequency. For example, if the initial frequency of
the advantageous mutant is one in a million (p=10"%), D =27.6. If the
mutant is completely recessive, D becomes much larger. Haldane took
D =30 as a representative value in the actual course of evolution. If selection
is taking place slowly ata number of loci withan average rate of one mutant
substitution every n generations, the fitness of the species will fall below the
optimum by a factor of 30/n, namely, selection intensity [ =30/n. He
conjectured that I =0.1 is a reasonable figure for horotelic evolution
(standard rate evolution) and suggested that mutants are substituted at the
rate of about 1/300. In other words, one gene substitution occurs every 300
generations. He also considered that this accords with the observed
slowness of evolution at the phenotypic level.

Haldane's treatment is based on a deterministic model that disregards
the effect of random sampling of gametes in finite populations. To remove
this limitation, I used the diffusion equation method and obtained the cost
or the substitutional load in a finite population. For semidominant mutants,
the load for one gene substitution is approximately L(p)= —2log.p + 2,
where we can put p=1/(2N) for a molecular mutant (see Kimura and
Maruyama, 1969 for details). This approximate formula is valid if the
mutant allele has a definite selective advantage over the pre-existing allele.
This formula shows that as compared with Haldane's formula the cost is
larger by about 2, although this difference is usually relatively small.

Applying this and similar formulae under the assumption that the
majority of mutant substitutions at the molecular level are carried out by
positive natural selection, I found that the substitutional load in each
generation is so large that no mammalian species could tolerate it. For
example, for a species consisting of a half million individuals, L(p) = 29.6
with p = 1/(2N) = 10~ 5. So, even equating one year with one generation, the
load per generation is roughly 30. This means that to maintain the same
population number and still carry out mutant substitutions at the rate of
one substitution every two years (Le. the average substitution load of 15),
each parent must leave e ~ 3.27 x 10° offspring for one of the offspring to
survive and reproduce.

This was the main argument used when I presented the neutral mutation-
random drift hypothesis of molecular evolution (1968a). An additional
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reason not mentioned but realized at that time is that anunusually high rate
of production of ad vantageous mutants is required to explain the high rate
of molecular evolution by natural selection, especially assuming mutants
with only a slight selective advantage, 5,, say 0.001 or less. To see this, let us
consider a mammalian species having a large body size and a generation
span of six years. For such a species, the effective population number (but
not necessarily the actual number) may be 10° or less. Using the formula for
the rate of evolution in terms of mutant substitutions (see equation 3.22 in
chapter 3), I argued as follows: since we have v =k/(4N_s,), where v is the
mutation rate per gamete, k is the rate of mutant substitution per
generation and N is the effective population size, if we put k =3 (equivalent
to a substitution rate of 0.5 per year), 2N, = 10° and s, = 103, we get
v=0015 or 1.5% per gamete per generation. This is a very high rate of
production for advantageous mutations since it is the same order of
magnitude as the total rate for lethal and semilethal mutations per gamete.
Clearly, advantageous mutations should be much less [requent than
deleterious mutations. If k is larger, or N_ or s, is smaller, » becomes still
higher. The assumption that advantageous mutations are being produced
at such a high and constant rate throughout the long history of evolution
seemed to me to contradict a basic principle of adaptive evolution by
natural selection. Because, one should expect that each substitution of an
advantageous mutation must generally decrease the probability of sub-
sequent mutations being advantageous unless the environment changes
drastically.

Turning now to the problem of extant genetic variability within species,
the new observations were also remarkable. As mentioned in the previous
section, application of electrophoretic methods suddenly disclosed, starting
in 1966, a wealth of genetic variability showing high incidence of molecular
polymorphism at a large fraction of loci in various organisms. According to
Lewontin and Hubby (1966), the average per locus heterozygosity is about
12% and the proportion of polymorphism is 30% for 18 randomly chosen
loci in D. pseudoobscura. A similar result was reported by Harris (1966) in
man, In these organisms, then, there must be thousands of loci where
variants are segregating at high frequencies, and each individual may be
heterozygous at hundreds or even thousands of loci. However, these
polymorphisms were accompanied by no visible phenotypic effects and no
obvious correlation with environmental conditions. If these were generally
maintained by overdominance at individual loci, it seemed to me that the
total amount of segregation load (Crow, 1958) or selective deaths involved
must be intolerably large for higher animals.
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The segregation load is created because in each generation inferior
homozygotes are produced by segregation. Consider a locus with a pair of
overdominant alleles 4,, and A,, and let the relative fitnesses of the three
genotypes A, 4,, A, A, and A, A, be respectively 1 —s5,, Ll and | —5, (0 <
s, £1,0< 5, £1). Then, the average fitness of the equilibrium population
is less by

L,=ss,/(s, +5,) (2.1)

than the fitness of the heterozygote. If s, =s,=s, then L, =s/2. For
example, il the selection coefficient against the homozygotes is 19, the
segregation load is L,=0.005. Suppose that n overdominant loci are
segregating independently and that their contribution to the fitness is
multiplicative ; then the fraction of selective elimination per individual due
to n segregating loci is 1 —e ™. As a numerical example, let s =0.01 and
n = 2000, then this becomes 1 —e ™ '? = 0.9999546. This means that if 2000
overdominant loci are segregating, each with 19 heterozygote advantage,
and if the selection is carried out by premature death of less fit
homozygotes, each individual must produce on the average roughly 22 000
young in order to maintain the population number constant from
generation to generation. It is evident that no mammalian species can
afford such reproductive waste.

Considering these fascinating but puzzling observations, it occurred to
me during 1967 that a majority of nucleotide substitutions in the course of
evolution must be the result of random fixation of selectively neutral or
nearly neutral mutants rather than positive Darwinian selection, and many
of the enzyme polymorphisms are selectively neutral and maintained by the
balance between mutational input and random extinction. I presented this
thesis at the Genetic Club Meeting in Fukuoka in November 1967, and also
submitted a short paper to Nature in December, which was published in
February of the next year (Kimura, 1968a).

Then, in 1969 very strong support for my thesis, particularly with respect
to molecular evolution, came with the publication of the paper entitled
*Non-Darwinian evolution’ written jointly by Jack Lester King and Thomas
H. Jukes. These authorsarrived at the same idea as mine independently and
corroborated their claim with a wealth of cogent data from molecular
biology. The only difference is that whereas King and Jukes (1969) paid
little attention to protein polymorphisms, my neutral theory is equally
concerned with the maintenance of protein polymorphisms (Kimura,
1963a, b).

The possibility that alleles responsible for enzyme polymorphisms are
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very slight heterozygote advantage was also suggested by Crow (1968). A
year earlier, a similar view that these polymorphisms are almost neutral in
the contemporary populations was briefly mentioned by Robertson (1967)
in relation to Harris’ (1966)-observation of human polymorphisms.

Still earlier, and indeed before the wealth of enzyme polymerphisms was
discovered, we (Kimura and Crow, 1964) investigated theoretically the

number of isoalleles that can be maintained in a finite population. In this

paper we considered three possibilities: (1) a system of selectively neutral
isoalleles whose frequency in the population is determined by the mutation
rate and random drift; (2) a system of mutually heterotic alleles; (3) a
mixture of heterotic and harmful mutants. We came to the conclusion, from
the consideration of the segregation load in a finite population that the
number of segregating loci due to overdominance for fitness islikely to be a
minority (contrary to the claim of Wallace (1958)). Therefore, we thought
that the typical Drosophila is likely to be homozygous for the majority of its
selected genes. However, this by no means rules out the possibility of high
heterozygosity with respect to selectively neutral or nearly neutral isoal-
leles. In fact, we wrote in that paper as follows: ‘In very large populations,
the possibility of many very nearly neutral, highly mutable multiple
isoalleles cannot be ruled out, although there is no experimental evidence
for the existence of such systems.' The experimental evidence was not to
come until two years later.

As mentioned already, a straightforward interpretation of the then newly
discovered, abundant protein polymorphisms in terms of the neutral
isoallele model was given by Kimura (1968a, b). A few years later, the theory
was elaborated with more evidence and with more confidence by Kimura
and Ohta (1971a). In this paper, we claimed that evolutionary substitutions
of amino acid and extant protein polymorphisms are not two independent
phenomena but merely two different aspects of a single phenomenon
caused by random frequency drift of neutral or nearly neutral alleles in
finite populations. In short, protein polymorphism is a phase of molecular
evolution.

The proposal of the neutral theory or non-Darwinian evolutionled to a
controversy called ‘neutralist-selectionist controversy’. The pros and cons
of the neutral theory have been debated in various scientific meetings and
publications (see for example, Proceedings of the Sixth Berkeley Symposium
on Mathematical Statistics and Probability volume V: Darwinian, Neo-
Darwinian, and Non-Darwinian Evolution, ed. L.Le Cam, J. Neyman, and
E.L. Scott (1972), University of California Press; Trends in Biochemical
Sciences 1: N152-N154).
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in the papers of Crow (1972, 1981) and Harris (1976). and in the books of
Calder (1973), Lewontin (1974) and Ruffie (1976, 1982). Particularly, in
Lewontin’s book, a very detailed and critical appraisal both of selectionist
and neutralist stands is made, and it has been widely quoted. Lewontin
claims that the name ‘neutral mutation theory’ is inappropriate and he
suggests that a more appropriate term is “neoclassical theory’, referring to
classical vs. balance theories as coined by Dobzhansky (19535). I think that
Dobzhansky's classical theory is a strawman, essentially a caricature of
Muller's views and therefore a term derived from it is inappropriate.
Furthermore, the picture of the neutral theory presented in Lewontin’s
book is, in my view, somewhat biassed and I intend to correct such a
distorted picture in this book.

My claim that the observed rate of molecular evolution is too great to be
explained by positive selection in the light of Haldane's cost principle was
immediately met with strong criticism by Maynard Smith (1968). He
showed that if we assume a ‘threshold model’ in which a certain fraction,
such as 50%, of individuals having more than a threshold number of
favorable alleles survive for reproduction, then 2 much larger number of
gene substitutions can be carried out without a heavy genetic load, as
compared with the case in which selection acts independently on different
loci. For example, when 50% of the population is selected each generation,
the number of loci at which selection can act simultaneously with a
selection coeflicient 0.01 is 25 500 under threshold selection, whereas the
number of loci is only 138 under the multiplicative fitness model (both
assuming that the population is haploid and that the frequency of the more
favorable allele at each locus is 0.5). He argues that the assumption of
multiplicative fitnesses between loci which underlies the Haldane cost
principle is only valid under exceptional circumstances, and hence
Haldane's conclusion that it will typically take 300 generations per gene
substitution is unjustified. Maynard Smith went on to state that the rate of
evolution could be greater than this by one or more orders of magnitude,
and that my conclusion that a large proportion of gene substitutions at the
molecular level are selectively neutral and have occurred by drift, although
it may be true, does not follow necessarily from the cost of selection
argument.

I think that there are several unrealistic features in Maynard Smith’s
model. First, he assumes that the fitness of individuals is solely determined
by genes, ie. 1009 heritability. There is the possibility, however, that the
broad-sense heritability of fitness is very low. In fact, Mukai, Schalfer and
Cockerham (1972) showed in Drosophila melanogaster that the fitness of
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individuals as a quantitative character has an extremely low, broad-sense
heritability (H?) of about 0.004, so that threshold or truncation selection
cannot work effectively without entailing very severe culling, that is, heavy
cost. Secondly, Maynard Smith assumes tacitly that an advantageous
mutant exists ready-made at every one of a vast number of loci at any time
without waiting for environmental changes. 1 think that such an assump-
tion is highly unrealistic. For one thing, if it were true, evolution would be
vastly more rapid in a species with a very large population size than one
with a small population size. No such pattern isdiscernible at the molecular
level. The rate of molecular evolution is roughly constant per year for
individual proteins, such as the hemoglobin « chain, among diverse lineages
(see chapter 4). I think that it is much more realistic to assume, as Haldane
(1957b) did, that advantageous mutants are derived from a reservoir of
previously deleterious mutants through environmental changes. A similar
model as that of Maynard Smith was presented by Sved (1968) who
however realized that the limiting factor in this type of formulation is the
availability of favorable mutations. Maynard Smith’s calculations were
also criticized as unrealistic by O'Donald (1969) from a different viewpoint.

The suggestion that a threshold or truncation selection model can also be
invoked to avoid the heavy segregation load even if polymorphisms are
maintained at a very large number of loci by overdominance had previously
been made by King (1967), Sved et al. (1967) and Milkman (1967). The
models of these authors are essentially similar, so I shall explain that of
King. In his model, it is assumed that each homozygous locus contributes
one unit to a measure called ‘survival factor parameter’. Environmental
factors also contribute to this parameter. It is then assumed that individuals
with the parameter values greater than a certain threshold value fail to
survive. In other words, it is assumed that truncation selection is practiced
in nature as in animal breeding. Using this model, King showed that a large
number of heterotic loci each with a significant selective advantage (say,
0.01) can be maintained under a modest selective elimination such as 50
One of the difficulties with this model is that, as pointed out by Lewontin
(1974), an unrealistically large amount of fitness reduction is expected to
occur upon inbreeding. Let us take, as an example, one of the cases
tabulated by King (1967). Assuming that the average survival rate is 50%
and that the proportion of variance due to overdominance is 0.033, it can be
shown that 1000 loci each with heterozygote frequency 0.3 and with 1%,
selective advantage of the heterozygotes over either homozygotes can be
maintained. If we calculate what would happen if the genome is made
completely homozygous (ie. 1009 inbreeding), it turns out that survival of
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the resulting homozygotes is less than one in ten thousand (10~ *). This is
contradicted by experimental studies in Drosophila (Temin et al., 1969).

Although these Drosophila studies measured viability only, there is
experimental evidence that fitness differences are about five times as great
as those for viability alone, still inconsistent with the enormous inbreeding
decline that King's numbers would predict.

Nevertheless, these models assuming truncation selection have been
hailed by some selectionists as the alternative solution to the neutral theory
(and in fact, a more desirable one) for understanding molecular evolution
and polymorphism. Not much attempt, however, has been made to confirm
that this type of selection actually occurs and is really responsible for gene
substitution and maintenance of genetic variability in nature.

I believe that during the decade since the origination of the neutral
theory, supporting evidence for it increased, particularly by the recent
finding that nucleotide changes that cause no amino acid changes (called
synonymous or silent substitutions) occur at much higher rates in evolution
than those which lead to amino acid changes (Salser, 1978; Nichols and
Yanofsky, 1979).

Since natural selection acts through phenotypes of the organisms for
which the structure and function of proteins play a decisive role, one should
expect that the mutations that do notcause amino acid changes in proteins,
other things being equal, are much less subject to natural selection than
those which cause amino acid changes. Yet, abundant data have emerged in
the last few years showing that synonymous changes, and also nucleotide
changes in the non-coding regions (that do not participate in protein
formation) in DNA are the most prevalent evolutionary changes at the
molecular level (Kimura, 1977; Jukes, 1978b).

In addition, it has been discovered very recently that some genes of
eukaryotes (higher organisms with a true nucleus) contain regions called
intervening sequences or introns which are not included in the mature
messenger RNA and therefore do not participate in protein formation (see
Crick, 1979 for review). Already, there is evidence that evolutionary
nucleotide substitutions in introns are very rapid (vanden Berget al., 1978).
As I shall examine in more detail later, the rule is that those molecular
changes that are less likely to be subject to natural selection occur more
rapidly in evolution.

I think that King and Jukes had remarkable insight when they wrote in
1969: ‘il DNA divergence in evolution includes the random fixation of
neutral mutations, then the third-position nucleotides should change more
rapidly’, reasoning that most of the nucleotide changes at the third position
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of the codon are synonymous and therefore are more likely to be neutral.

In this context, I wrote in one of my papers on the neutral theory
(Kimura, 1968Db): ‘“The recent findings of “degeneracy” of DNA code, that s,
existence of two or more base-triplets coding for the same amino acid, seem
to suggest that neutral mutations may not be as rare as previously
considered’. In the same paper, however, 1 also added a note of caution: ‘It is
important to note that probably not all synonymous mutations are neutral,
even if most of them are nearly so’. Perhaps, this was a pertinent statement
in the light of the recent finding that synonymous codons are often used in
‘non-random’ or unequal fashion (see section 7.5 for detailed discussion on
this phenomenon).
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The neutral mutation-random drift
hypothesis as an evolutionary paradigm

3.1 Chance acting on selectively equivalent alleles

The neutral mutation-random drift hypothesis (or the neutral
theory for short) holds that at the molecular level most evolutionary change
and most of the variability within species are not caused by Darwinian
selection but by random drift of mutant alleles that are selectively neutral or
nearly neutral. The essential part of the neutral theory is not so much that
molecular mutants are selectively neutral in the strict sense as that their fate
is largely determined by random genetic drift. In other words, the selection
intensity involved in the process is so weak that mutation pressure and
random drift prevail in molecular evolution.

In order to see more fully what the neutral theory purports, and how it
differs from the traditional synthetic theory, let us consider an evolutionary
process in which mutant genes are substituted one after another within the
species. Each such substitution is made up of a sequence of events in whicha
rare mutant form which appeared, usually singly represented, in the
population, finally spreads through the whole population reaching fixation,
i.e. frequency of 100%. Fig 3.1 illustrates the course of change in the

Fig. 3.1. Behavior of mutant genes following their appearance in a
finite population. Courses of change in the frequencies of mutants

destined to fixation are depicted by thick paths. N, stands for the
elfective population size and v is the mutation rate.
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frequencies of mutant alleles following their appearance in a finite
population.

Although a large number of mutants arise in each generation in any
reasonably large population,the majority are lost by chance within a small
number of generations (Fisher, 1930b; Kimura and Ohta, 1969b). It is often
not realized that this is true not only for deleterious and selectively neutral
mutants but also for advantageous mutants unless the advantage is very
large. For example, if a mutant has a 17 selective advantage, the chance is
only about 2% that it will eventually spread through the whole population
(Haldane, 1927; Fisher, 1930b). In the remaining 989, of the cases, it will be
lost by chance from the population without being used in evolution. Thus,
there is a vast dilference between the total number of advantageous mutants
that have ever occurred in any species in the course of evolution and the
number that have actually been incorporated (fixed) into the species.
Actually, itisa lucky minority that manage to increase their frequencies and
spread in the species, finally reaching the state of fixation. Each such event
usually takes a large number of generations. For a selectively neutral
mutant, it takes on the average 4N, generations until fixation if we exclude
the cases in which it is lost (Kimura and Ohta, 1969a). In Fig 3.1, the
courses of change in the frequencies of mutants destined for fixation are
depicted by thick paths.

According to the traditional interpretation, mutant genes must have
some selective advantage for them to spread through the species.
Occasionally, however, a selectively neutral mutant may be carried along
by ‘hitchhiking’ (Le. by being linked to a favorable gene) to reach a high
frequency, but this is a secondary phenomenon. On the other hand, the
neutral theory is based on the well-known fact in population genetics that
mutants do not need a selective advantage for some of them to spread
through the population. If mutants are selectively equivalent to the pre-
existing forms from which they are derived, their fate is left to chance and
their frequencies increase or decrease [ortuitously as time goes on. Such a
fluctuation arises not only because of the small initial number of mutants,
but also because of the [inite size of populations; in each generation a
relatively small number of gametes are sampled out of a vast number of
male and female gametes produced, to create the individuals of the next
generation. Although the overwhelming majority of such neutral mutants
are lost by chance, a tiny minority will eventually become fixed in the
population. If neutral mutations are commeon at the molecular level, and if
such a random process goes on incessantly for a very long time, say tens of
millions of generations, the genetic compaosition of the population will
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change tremendously. Even though a mutant gene may have only one
chance in a million of spreading through the population, in a population
large enough to produce 10 mutants at a locus each year there will be 10
mutant substitutions at this locus each million years. This random process
1s known as ‘random genetic drift’ (or ‘random drift’ in short) in population
genetics.

Here, | would like to point out that we must keep clear the distinction
between gene mutation at the individual level and the mutanr (gene)
substitution at the population level. Not infrequently, in the literature of
molecular evolution, the differences of amino acids between homologous
proteins are referred to simply as ‘randomly distributed point mutations’,
but such an expression tends to obscure the basic distinction between these
two concepts; the amino acid differences between species reflects the results
of mutant substitutions rather than simply gene mutations.

32 Random genetic drift due to finite population size
The concept of random genetic drift is basic for the neutral theory,
so I shall explain this in some detail. By random genetic drift | mean

Fig. 3.2. llustration of the process of random change of gene
frequencies during one generation in a population consisting of four
breeding individuals. This corresponds to a population of four
monoecious individuals in which random union of gametes takes place
in reproduction.
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random fluctuation of gene frequencies in a population caused by random
sampling of gametes in reproduction. In any sexually reproducing species,
the total number of individuals is not only finite, butalso can be regarded as
a random sample chosen from a much larger collection of male and female
gametes (or ‘gene pool’) produced by the parental generation. The amount
of fluctuation in gene frequencies (that is, proportion of various alleles) is
expected to be larger, the smaller the population.

Fig. 3.2 illustrates how gene frequencies change from one generation to
the next assuming a model population consisting of four individuals. In this
figure, a pairof alleles 4, and A, are expressed by black and white balls, and
the frequency of the *black’ allele changes from 4/8 (i.e. 50%) to 3/8 (ie.
37.5%) in one generation by chance. More generally, if the frequency of 4,
in the population happens to be x at a given moment, then the change of the
frequency of A, in one generation has mean zero and variance (that is, the
squared standard deviation) x(1 — x)/(2N), where N is the population size
in the next generation. The process of random drift may also be illustrated
as in Fig 3.3 where a few courses of change (‘sample paths’) in gene
frequency are shown starting from 509

There is another method of representation, suitable for mathematical
treatment of the process of random drift. The process is described in terms

Fig. 3.3. A few sample paths representing processes of random gene
frequency drift starting from 50%. These are chosen from sample
paths actually obtained in Monte Carlo experiments by a computer,
simulating a population comprising ten breeding individuals (N = 10)
and starting from the gene frequency 0.5. '
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of the probability distribution of gene frequencies. We consider an inflinite
collection of populations each consisting of N breeding individuals in
which a pair of alleles 4, and A, are segregating We shall denote the
frequency of A, by x, so that the frequency of 4, is | — x. Let us assume that
at generation zero (t = 0) all the populations in this ensemble contain 4, in
the same frequency (say p), and then investigate how the proportions of
populations having 4, in various frequencies (that is, the distribution of x)
change in subsequent generations.

In Fig. 3.4. the course of change is illustrated assuming N = 5and p = 0.5.
The abscissa (x) represents the frequency of A, and the height of the column
the proportion of the populations having this A, frequency. The two
terminal frequency classes (x =0 and x = 1) are shown by black columns.

As may be seen from this figure, the frequency distribution of unfixed
classes becomes more and more spread out as time goes on, and eventually
A, becomes either fixed in the population or lost from it (fixation of A,).
Alfter 10 generations, the distribution is nearly flat and decreases at the rate
0.1 per generation which is equal to 1/(2N).

When the population size N is larger, say one hundred or more,
histograms representing the gene frequency distribution can be approxi-

Fig. 3.4. Histograms showing the course of change of the gene
frequency distribution with time (generations 1, 5, 10 and 15) through
random sampling drift. In this illustrated example, the population
consists of five monoecious individuals breeding at random (N = §),
and the frequency of A, starts from 50% at t =0 (ie. p=0.5). The
abscissa represents the frequency of A, in the population. The black
column at the left represents the proportion of populations in which
A, is lost. Similarly, the black column at the right represents the
proportion of populations in which A4, is fixed.
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mated without much error by a smooth frequency curve, Also, the time
parameter [ can be treated as continuous (t 2 0), although we can still
measure time with one generation as the unit
Let ¢(p, x; 1) be the probability density that the frequency of allele 4, in
the population becomes x in the t-th generation, given that itis patr=0.
Then it can be shown that ¢(p, x; ) satisfies the diffusion equation
é¢ 1 i
3t 4Nax?
where ¢ = @(p, x; t). For the rationale of this equation readers may refer to
Kimura (1964) and Crow and Kimura (1970; see pp. 382-3). The exact
solution of this equation which satisfies the condition that the initial gene
frequency is p was obtained by Kimura (1955), and is expressed as follows;

[x(1 —x)¢], D<x<l), (3.1)

6lp.x:0)= 3 pll —plili+ 12+ DF(1 —ii+2,2,p)

x F(1 —i,i 42,2, x)e™ "+ 1eiam, (32)
where F(-,-,-,-) stands for the hypergeometric function.

Fig. 3.5. The course of change in the frequency distribution of allele
A, due to random genetic drift. In Figure (a), the initial frequency (p)
of A, is 0.5, while in Figure (b) it is 0.1. In both figures, ¢ stands for
time and N stands for the effective population number. The abscissa is
the frequency (x) of A, and the ordinate is the probability density (@).
(From Kimura, 1955).
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Fig. 3.5 illustrates the course of change of the gene frequency distribution
of unfixed classes for the two following cases; in Fig. 3.5a the initial
frequency (p) is 0.5 and in Fig 3.5b it is 0.1. It may be seen from Fig. 3.5a
that, if p = 0.5, the distribution curve becomes nearly flatand that genes are
unfixed in roughly 50% of the cases after 2N generations. On the other
hand, if p=0.1 (Fig.3.5b), it takes 4N or SN generations before the
distribution curve becomes practically flat. In general, it can be shown that,
after a large number of generations, the distribution of unfixed classes
(0 <x < 1) becomes flat and decays at the rate 1/(2N) per generation.

It might be thought that there is little interest in the flat distribution of
unfixed classes, since by the time the distribution becomes flat most of the
genes are already fixed or lost. Why, then, did Fisher and Wright emphasize
the flat shape of the distribution. The reason is that, instead of thinking of a
group of populations all starting with the same frequency, they were
considering a group of populations starting from a wide variety of initial
frequencies.

3 Effective population size
Actual populations are expected to be much more complicated in

breeding structure than the model populations considered in the previous
section. Therefore, it is desirable if such a complicated situation can be
reduced to an equivalent simple case for which the mathematical treatment
is much easier. The concept of effective population number (or size) was
introduced by Wright (1931) to meet this need, and it has become one of the
fundamental concepts in treating the problem of random genetic drift.

Here I shall quickly summarize some of the important results obtained
on this topic (for more details, see Kimura and Obhta, 1971b, chapter 3). In
the following, N, denotes the effective size and N denotes the actual size of
the population.

(i) Ifa population consists of N, breeding males and N, breeding females,
the effective size of the population is

_ 4NN, !
* N,+N, 3.3)

(Wright, 1931). This shows that if the number of breeding males and females
differs greatly, the effective size N, depends mainly on the less numerous sex.
In the extreme case in which the number of females is indefinitely greater
than that of males, N, =4N,,. Thus, if a herd is headed by one male, the

effective size of the herd is only four even when the number of females is
indefinitely large.
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(i) If N parents furnish varing number (k) of gametes to the next
generation, and if the population is stationary in size (k = 2) and matingisat
random,

_4N-2 /
et +2’

where o} is the variance of k (Wright, 1938b). Note that if the progeny
number follows the Poisson distribution so that ¢ = k = 2, the effective size
N, is approximately equal to the actual number N. If the variance is larger
than the mean, as is likely in most natural populations, the effective number
is less than the actual number. On the other hand, if the parents leave
exactly the same number of offspring so that ] =0, we get N, =2N—1,
namely, the effective size is about twice the actual size. Such a situation is
unlikely to occur in nature but may be realized in experimental populations
under human control.

(i11) If the number of individuals changes cyclically with a relatively short
period of n generations, the effective size is

N.=n / > (1/N). (33

i=1

(3.4)

In other words, N, is equal to the harmonic mean (Le. reciprocal of the mean
of the reciprocals) of the number of individuals over one cycle (Wright,
1938). Thus the effective size is controlled largely by the phase of small
numbers. For example, if an insect population expands in five generations
from 10 to 10° in a geometric series and then returns to the initial size
through the following five generations, N_= 54. Such a periodic reduction
in the number of breeding individuals can play an important role in making
the effective size much smaller than the average actual population size. For
the effect of a population bottleneck on genetic variability, readers should
consult Nei et al. (1975). The effective size also decreases if the difference in
fecundity among individuals has a high heritability (Robertson, 1961;
Nei and Murata, 1966).

(iv) If generations overlap, Crow and Kimura (1972) showed that for a
stationary population

N.=Ngl (3.6)

approximately, where N, is the number born each year, t is the average age
of reproduction and

_[ 12b,dy, (3.6a)
0

where [, is the probability of surviving from birth to age y, and b, dy is the
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expected number of births to an individual in the age interval y to y + dy.
When the birth rate is uniform and the death rate is low during the period of
reproduction, the above formula (3.6) becomes essentially the same as the
formula by Nei and Imaizumi (1966) which is

N, =N_t, (3.7)

where N, is the number born per year who survive until the mean age of
reproduction and t is the mean age of reproduction. An important advance
in this subject was made by Hill (1972). He showed that the effective size of a
random mating population with overlapping generations is equal to the
effective size of a population with discrete generations which has the same
number of individuals entering the population each generation and the
same variance of lifetime progeny production. His formula for monoecious
diploids is

N.=(@dN-2)L/c? +2), (3.8)
where N is the number born every year, Lis the generation interval in years,
and a7 is the variance of lifetime family size per parent, or, more strictly, the
variance per individual of the number of gametes contributed to the next
generation. Note that many newborn individuals may have no progeny.
(For a simplified derivation, see Hill, 1979.)

(v) If a species consists of a large number of more or less isolated
subpopulations, and if extinction and subsequent replacement occur
frequently among subpopulations, the effective size of the species is greatly
reduced as compared with the situation in which a whole species forms a
random mating or panmictic unit. This property is particularly pertinent
when we consider genetic variability of a bacterial species (see chapter 9). [t

Fig. 3.6. Diagram illustrating the population structure of an asexually
reproducing haploid species consisting of a large number of lines
which are subject to frequent extinction and subsequent replacement.
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can be shown (see, Maruyama and Kimura, 1980) that if a haploid species
consists of n lines which reproduce asexually and each of which is subject to
random extinction and subsequent replacement (see Fig 3.6), then the
effective population size of the species is

N,= N +n/(24) + nNv/4, 3.9)
where N is the harmonic mean of the effective population size per line per
unit time, n is the number of lines (assumed to be large), 4 is the rate of line
extinction and v is the mutation rate (assuming the infinite neutral allele
model and measuring these rates using the same unit of time). The amount
of genetic variability within a haploid species may be measured in terms of
‘virtual heterozygosity’ which is defined as one minus the sum of squares of
allelic frequencies. At equilibrium in which mutational production of new
alleles and random extinction of pre-existing alleles balance each other, the
virtual heterozygosity is given by 2N v/(1 + 2N v). Note that the effective
size of the species N, can be several orders of magnitude less than its
apparent size which is equal to nN, where N is the arithmetic mean of the
effective population size per line per unit time. In a diploid species
consisting of n colonies (subpopulations), if migration takes place between
colonies at the rate m per generation (assuming the island model of
population structure) in addition to extinction and recolonization of
colonies, it can be shown that the effective size of the species is

N.=N+n/[4v+2+m]+nN@w+m)/v+1i+m), (3.10)
where v is the mutation rate and 1 is the colony extinction rate per
generation. If the rate of colony extinction (1) is much larger than the
migration rate (m) of individuals, the effective size of the species is much
smaller than nN, the product of the number of colonies and the effective size
of an individual colony. The average heterozygosity at equilibrium is
4N v/(l1 +4N_v), where N_ is given by (3.10).

Finally, I would like to call the readers’ attention to the fact that the
effective population size applicable to neutral evolution is that of the entire
species (or subspecies if this forms an independent reproductive unit), but
not the effective size of a local population which forms a part of it. This is
particularly important when we consider the problem of subdivided
population structure in general.

34  Neutral and nearly neutral mutations

For the behavior of mutant alleles to be mainly controlled by
random drift, it is not necessary that they be strictly neutral, that is,
completely equivalent with respect to fitness. What is required is that the
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magnitude of their selective advantage or disadvantage, as measured by the
selection coefficient, 5, does not exceed, roughly speaking, the reciprocal of
twice the effective population size; |s| < 1/(2N_). In my 1968 paper on the
neutral and nearly neutral isoalleles (Kimura, 1968b), I said thata mutant
gene may be defined as ‘almost neutral’ if 2N s| is much smaller than unity,
that is, |s| <€ 1/(2N ). Li (1978) claims that this definition is too strict and
suggests that a more reasonable definition of almost neutral is |s| < 1/N..

To see the behavior of alleles in the neighborhood of neutrality, let us
consider the probability that a mutant allele eventually becomes fixed in the
population. Let u(p) be the probability that a mutant allele whose initial
frequency is p will ultimately be fixed in the population. We consider the
simple case of genic selection in which the mutant allele has selective
advantage s in single dose and 2s in double dose, that is, the case of
semidominance (or ‘no dominance’). Then, it can be shown (Kimura, 1957,
1962) that

u(p)=(1—e™*")/(1 —e™), (3.11)
where S =4N_. The probability of ultimate fixation of an individual
mutant, denoted by u, can then be obtained by putting p = 1/(2N). If |s] is

Fig. 3.7. Relative contribution of a weakly selected mutant to gene
substitution and heterozygosity. The solid curve represents u/u, as a
function of 4N s, where N_ is the effective population size and s is the

selection coefficient of the mutant. The broken curve represents
Hy/Hy o
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small, we have

b
T2N(I-e)
as a good approximation. In these formulae, the selection coefficient (s or

S/AN_) may be positive or negative depending on whether the mutant is
advantageous or disadvantageous. When the mutant is strictly neutral
{s = 0), the formula reduces to

u=1/(2N). (3.13)
If we denote this fixation probability as ug, and if we consider the ratio u/u,,
then we get

ufug=S/(1 —e™%). (3.14)
This represents the contribution of a mutant having selective advantage s to
gene substitution, relative to that of a strictly neutral mutant.

In Fig. 3.7, ufu, is plotted as a solid curve. Forexample, if s = — 1 /(4N ),
this ratio is about 0.58.

Next, let usconsider the relative contribution of a weakly selected mutant
to population heterozygosity. Again assuming semidominance in fitness, let
H(p) be the sum of the fraction of heterozygotes involving a mutant allele
over all generations until either fixation or loss, starting from the frequency
p. Then, it can be shown (Kimura, 1969b; this corresponds to equation 15’
therein with v = 1) that

H(p) =2[ulp) — pl/s, (3.15)
where u(p) is the probability of ultimate fixation as given in (3.11). For a
single mutant, p=1/(2N), and the corresponding sum of heterozygotes is
s &
~ Ns(1 —e~ 5y
where S =4N s as before. To simplify our treatment, let us assume that the
actual and the effective population sizesare equal, thatis, N, = N. Then, we
get

u

(3.12)

Hy (3.16)

Hy=45—1+e%)/[S(1 —e™9)]. (3.17)
For a strictly neutral mutant (§—0), this reduces to H,=2 which we
denote by Hy , = 2. Thus, the ratio

Hy/Hy o =2S—1+e 9/[S(1 —e9)], (3.18)
where § = 4N s, represents the relative contribution to heterozygosity of a

mutant having selective advantage s, taking a strictly neutral mutant as the
standard.
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In Fig.3.7, this ratio is plotted as a broken curve. It is clear that
contribution to heterozygosity changes much more slowly than the
contribution to gene substitution as s deviates from zero (ie. strict
neutrality). Forexample, ifs = — 1 /N or S = — 4, we have H{/H , ~0.46,
whereas u/ug =~ 0.075. This is easily understandable since deleterious alleles
(unless their effect on fitness is large) behave much like strictly neutral alleles
when their frequencies are low, being strongly influenced by random
sampling drift. Thus deleterious alleles can contribute significantly to
heterozygosity. On the other hand, they are effectively selected against at
high frequencies, being prevented from becoming fixed, and therefore
cannot contribute significantly to gene substitution.

- Population dynamics of mutant substitution

I'shall now treat quantitatively the process of accumulation of new
mutants within the species in the course of evolution. Let us fix our
attention on the process by which mutant genes are substituted one after
another in the population as depicted by thick paths in Fig. 3.1. We first
consider the entire set of nucleotides making up the genome (haploid
chromosome set). For a human, this number is very large, of the order of
3.5 billion (3.5 x 10%). Since the mutation rate per nucleotide site is low (say,
107® or less), we may assume that whenever a mutant appears, it occurs ata
new site in which mutant forms are not already segregating in the
population. This assumption (Kimura, 1969b) is now known as the ‘infinite
site model' in population genetics (see Kimura, 1971).

Let v be the mutation rate per gamete per generation. Since each
individual has two sets of chromosomes, there are 2N chromosome setsina
population of N individuals, and therefore 2Nv new, distinct mutants will
be introduced into the population in each generation (for a haploid
population, the corresponding number is Nv). Let u be the probability of a
single mutant ultimately reaching fixation in the population. For a
semidominant mutant, this is given by equation (3.12). When the process is
viewed over a very long time, the rate per generation of mutant
substitutions in the population is equal to the number of new mutations
produced in each generation multiplied by their ultimate fixation pro-
bability. Thus, we have

k=2Nvu, (3.19)

Note that 2Nv new mutants appear in each generation of which a fraction u
eventually reach fixation. Thus k represents the rate of evolution in terms of
mutant substitutions.

Although we considered the genome as a whole in the above con-
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sideration, the results can also be applied with good approximation to a
single gene locus consisting of several hundreds or more of nucleotide sites.
So, in the following, we restrict our consideration to a gene locus or cistron,
and express the evolutionary rate taking the nucleotide or codon as the
unit. Also, we often find it convenient to consider the protein coded by a
gene rather than the gene itself.

In considering mutations at the molecular level, two very important
points that we must keep in mind are: (i) the number of possible allelic states
atany gene locus (cistron) is so large as to be practically infinite, and (ii) back
mutation in the strict sense is so rare as to be practically negligible in any
shortinterval of time. As an example, let us take the cistron codingfor the a
chain of the mammalian hemoglobins. This polypeptide consists of 141
amino acids, and so this corresponds to 423 nucleotide sites (actually, the
gene coding for this polypeptide contains intervening sequences or
‘introns’, but we neglect these parts). This allows 4*2? or some 10%** allelic
states through base replacements alone, because each nucleotide site may
be occupied by any one of the four kinds of nucleotide bases. Thus, for any
one of these alleles, there are 3 x 423 or 1269 other alleles that can be
reached by a single step base replacement. The probability of returning to
the original allele from any one of the derived alleles by further single base
replacement is only 1 in 1269, assuming that all base replacements occur
with equal probability.

Incidentally, these considerations justify a particular model of allelic
mutations (called ‘infinite allele model’) which assumes that whenever
mutation occurs it leads to a new, non-preexisting allele (Kimura and Crow,
1964). Although this model is suitable for treating the level of extant genetic
variability in the species (see chapter 8), it is not suitable to treat the process
of mutant substitutions we are considering here. At a highly polymorphic
locus, fixation of a single allele is unlikely to occur and what we see is the
shifting of allelic frequencies with time. So, unless we identify mutations at
individual nucleotide sites, no clearcut interpretation of the rate of mutant
substitutions is possible. This is why treatment of mutant substitutions by
using the infinite allele model, as was done by Guess and Ewens (1972), is
unsatisfactory for practical biological use.

Returning to equation (3.19) for the rate of evolution, let us consider two
contrasting cases, the case of neutral mutations and that of definitely
advantageous mutations. First, let us assume that mutant alleles are
selectively neutral. In this case, as shown in (3.13), u = 1/(2N). Substituting
this in (3.19), we get

k=uv. (3.20)
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In other words, the rate of evolution in terms of mutant substitutions per
generation is equal to the mutation rate per gamete independent of
population size (Kimura, 1968a). This remarkable property is only valid for
neutral alleles. However, as shown in the previous section, if a mutant has
selection coefficient much smaller in absolute value than 1/(2N ), it behaves
like a neutral mutant so that this equation holds approximately.

Next, let us assume that the mutant allele has a definite selective
advantage such that 4N s> 1. Then, from (3.12) we have

u=2sN,/N (3.21)

with good approximation (Kimura, 1964). Substituting this in (3.19) we
obtain

k=4N suv. (322)
This means that the rate of evolution depends on the effective population
size (N) and selective advantage (s), as well as on the rate (v) at which
advantageous mutants are produced each generation. One should expectin
this case that the rate of evolution would depend strongly on the
environment, being high for a species offered a new ecologic opportunity
but low for those kept in a stable environment. I think it highly unlikely that
the product N _sv remains the same for diverse lineages of vertebrate
evolution, irrespective of whether the evolution at the phenotypic level is
very rapid (asin the line leading to man) or practically stopped (as in the line
leading to carp). As we shall see in the next chapter, the observed rate of
evolution for a given molecule, say hemoglobin, is constant per year among
diverse lineages, and equation (3.22) appears to be incompatible with such
an observation. Equation (3.22) would also be incompatible with the
observation if observed rates were constant per generation rather than
per year. The observed constancy is much more compatible with the
expectation of the neutral theory (see equation 3.20), although doubts have
been expressed by various authors as to why the neutral mutation rate per
year (rather than per generation) is equal between organisms having very
different generation lengths. This problem will be discussed later (see
section 8.7) when we treat the model of ‘effectively neutral mutations’
(Kimura, 1979a). Note that the problem does not arise when comparisons
are made among organisms with similar generation lengths but living under
very different conditions.

Inconsidering the population dynamics of mutant substitutions, we need
to know, in addition to the probability of gene fixation, the average length
of time involved for each substitution. A general theory on this subject has
been worked out by Kimura and Ohta (1969a) using the diffusion equation
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method. The theory gives the average number of generations until fixation
(excluding the cases of eventual loss), assuming that the initial frequency of
the mutant allele is p. In the special case of a selectively neutral mutant,
putting p=1/(2N), the average number of generations until fixation
becomes approximately

f; =4N.. (3.23)
In other words, it takes, on the average, four times the effective population

size for a selectively neutral mutant to reach fixation by random frequency

drift. In addition, it was shown that the number of generations until fixation
Fig. 3.8. Probability distribution of the length of time until fixation of
a selectively neutral mutant. The abscissa represents the time

measured with 4N_ generations as the unit, and the ordinate the
probability density (from Kimura, 1970).
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Fig. 3.9. Processes of mutant substitutions in the population.
Individual mutant alleles increase much more rapidly within the
population in case (a) than in case (b), but the rate of evolution in
terms of mutant substitutions is the same in both cases.
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has a standard deviation of about 2.1 5N _ or roughly half the mean (Kimura
and Ohta, 1969b; Narain, 1970). Furthermore, in the case of neutral
mutants, the probability distribution of the length of time until fixation has
been obtained (Kimura, 1970). This distribution is illustrated in Fig. 3.8.
From the figure, it may be seen that fixation before 0.8 N, generations is
quite unlikely to occur. For selectively advantageous mutants, the average
length of time until fixation is shorter, while if they are overdominant, the
time is prolonged.

Generally speaking, it takes a very long time for each mutant to reach
fixation in the population, and therefore, we must consider a still longer
time when we define the rate of evolution as expressed by equation (3.19).
Note that the rate of evolution thus defined is independent of the rate at
which individual mutant alleles increase or decrease within the population.
What matters is the average interval between two consecutive fixations.
Thus, the two cases depicted in Fig. 3.9 have the same k values even if
individual mutantalleles increase much more rapidly within the population
incase (a) than case (b). For neutral mutants, the average time between two
consecutive fixations is 1/v generations, where v is the mutation rate.

3.6 On some misunderstandings and criticisms

Since a number of criticisms and comments have been made
regarding my neutral theory, often based on misunderstandings, I would
like to take this opportunity to discuss some of them. The neutral theory by
no means claims that the genes involved are functionless as mistakenly
suggested by Zuckerkandl (1978). They may or may not be, but what the
neutral theory assumes is that the mutant forms of each gene participating in
molecular evolution are selectively nearly equivalent, that is, they can do
the job equally well in terms of survival and reproduction of the individual.

Sometimes, neutral changes are referred to as evolutionary ‘noise’ by

anti-neutralists. I think, however, this is a misnomer. Just as synonyms are
not ‘noise’ in language, it is not proper to regard the substitution of neutral
alleles simply as noise or loss of genetic information. Thoday (1975)
classifies ‘neutral’ allele pairs into four kinds; strictly neutral, quasi-neutral,
conditionally neutral and pseudo-neutral. He says that strictly neutral
allele pairs clearly make no contribution tofitness, and if they exist, they are
mere evolutionary noise. It seems to me to be more appropriate to say that
strictly neutral alleles are absolutely noiseless.

If neutral variations are represented by amino acid changes in a protein,
this means that such changes are equally acceptable for the working of the
protein in the body. Furthermore, this equality need not be perfect for the
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neutral theory to apply. All one needs is that the resulting difference in
fitness is very small as explained in section 3.4 previously. Lewontin (1974),
in his book (see p.197) asserts that if amino acid substitutions are
completely indifferent to tie action of natural selection, they are “genetic
junk’. Apparently, he confuses equal function with no function. I think that
only genetically inert parts deserve to be called genetic junk.

As to the possibility that selectively equivalent mutations occur at the
molecular level, I would like to emphasize the fact that in organisms,
particularly in higher forms, physiological homeostasis is a well-developed
buffer against internal and external environmental disturbances. So,
fluctuation of environmental conditions by no means automatically implies
fluctuation of Darwinian fitness of mutants. This important point is often
overlooked by mathematical population geneticists working on problems
of molecular evolution. The term *fluctuation of environment’ is routinely
used among them to denote ‘fluctuation of selection coefficients” without
inquiring what biological basis there is for the relative fitness of alleles at
thousands of loci to fluctuate conspicuously with certain duration (see for
example, Matsuda et al., 1978).

Some criticisms of the neutral theory come from a wrong definition of
natural selection. Here | must emphasize that the term ‘natural selection’
should be used strictly in the Darwinian sense; it acts through differential
survival and reproduction of the individual. Very often, the existence of
detectable functional difference between two molecular forms is taken as
evidence for the existence of natural selection. To prove that natural
selection is involved, the survival rates and the fecundity must be
investigated. This is often overlooked by biochemists when they discuss
natural selection. It is unfortunate that term ‘selection’ is sometimes used in
quite a meaningless way. For example, Zuckerkandl (1978) states that
‘Positive selection does not per se confer biological significance upon a
mutant.’ I also think that some of the misunderstanding could be avoided
by making clear distinction between positive and negative selection. The
latter, which is concerned with the elimination of deleterious mutants, has
little to do with gene substitution unless the mutant effect is extremely
small — so small that the deleterious effect is overriden by random genetic
drift (see section 3.4). It is known, since the great work of Muller in the early
days of Drosophila genetics, that negative selection is the most common
form of natural selection (see Muller, 1962; also Haldane, 1954).
‘Stabilizing’ or ‘centripetal’ selection at the phenotypic level reflects
negative selection, whereas 'directional’ selection usually involves positive
selection (this topic will be treated in more detail and in quantitative terms
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in chapter 6). The existence of negative selection does not contradict the
neutral theory.

Also, the distinction between gene mutations at the individual level and
substitution of mutant forms at the population level must be made clear.
Only the substitutions of the mutant forms in the population are directly
related to molecular evolution. In too many discussions, such distinctions
are ignored. I would like to emphasize that for advantageous mutants, the
rate of evolutionary mutant substitutions is greatly influenced by the
population size and the degree of selective advantage in addition to the
mutation rate, as 1 showed in the previous section. Yet, some biochemists
who discuss molecular evolution pay attention only to the mutation rate.

Recently, some authors, such as Zuckerkandl (1976) and Gillespie (1977)
claim that they produced ‘selectionist’ theories whose consequences are
indistinguishable from the neutral theory. I believe, these claims are all
based on mistaken theories. Zuckerkandl (1976) considers different com-
ponent factors of fitness for an amino acid replacement, and assumes that
most alleles are genetically ‘sufficient’ as long as they are present alone, but
compete with each other when other alleles coexist. According to him, after
a more advantageous allele becomes fixed by selection, its advantage is
progressively reduced by subsequent fixations of alleles, making room for
additional new alleles to become fixed. Zuckerkandl's model is elusive and
difficult to quantify, but he seems to think that if the mutation rate is
constant, the rate of mutant substitutions by natural selection under
constant environment is constant. Clearly he overlooks the effect of
population size on the rate of evolution through accumulation of advan-
tageous mutations. In a large population, the number of advantageous
mutations that appear each generation in the population is much larger than
ina small population. Also, various mutations will not necessarily appear in
such a sequence as he postulated.

In his ‘random environment model’, Gillespie (1977) assumes that
selection coefficients fluctuate with a certain autocorrelation, but in his
treatment he completely ignores the contribution of mutations. As shown
by Takahata and Kimura (1979), if mutations are taken into account,
Gillespie’s conclusions on heterozygosity must be modified drastically. At
any rate, all these pseudo-neutral theories contain a peculiar feature; they
claim that natural selection acts in such a way that its consequences are
indistinguishable from no selection. It may be possible to construct a
selection model that mimics one consequence of a neutral model, but it
seems most unlikely that a model can be constructed that mimics all
consequences of neutrality. Consider the difficulty that mathematicians
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have had in constructing deterministic processes that mimic random
number sequences, or the difficulty that an unscrupulous experimenter
would have in generating large amounts of fictitious data that no
combination of statistical tests could detect.

Some authors, such as Gatlin (1976), criticize the neutral theory on the
ground that the arrangement of nucleotide bases in the genome deviates
from complete randomness. As pointed out by Kimura and Ohta (1977),
functional constraints are consistent with neutral substitutions within a
class of mutants. For example, if a group of amino acids are constrained to
be hydrophilic, there can be random changes within the codons producing
such amino acids, but the pattern of nucleotides will be non-random. There
is, of course, negative selection against hydrophobic mutants in this region,
but, as mentioned before, negative selection does not contradict the neutral
theory. The neutral theory does not assert that all amino acids are
equivalent at a certain site, only that the majority of evolutionary changes
concern those mutants that are equivalent. In addition to functional
constraint, there is the possibility that mutation rates are not equal among
the four nucleotide bases. Furthermore, as shown by Koch (1971), there is
also a possibility that base-pair substitution mutation rates are influenced
by neighboring base pairs.

A well-known example of ‘non-random’ association of adjacent nuc-
leotide bases occurs in vertebrates where the dinucleotide sequence CpG is
less frequent than would be expected from the DNA base composition (see
for example Jukes, 1978a), and this has been attributed to natural selection
(Subak-Sharpe et al, 1966). Recently, however, it has been shown that
unequal mutation rates are mainly responsible for this phenomenon.
According to Bird (1980), the observed shortage of the dinucleotide
sequence CpG in the vertebrate DNA is related to DNA methylation;
namely, mCpG is the major methylated sequence in animals and mCpG
tends to mutate to TpG, thereby producing TpG and CpA alter replication.
This means that loss of two CpGs leads to the gain of one TpG and one
CpA. Bird (1980) has shown that there is a strong correlation between CpG
deficiency and level of DNA methylation among animals. The vertebrates
have the highest levels of DNA methylation and at the same time show the
most extreme CpG deficiency, while the insects have very poorly methy-
lated DNA and display no significant CpG deficiency. Partially methylated
echinoderm DNA lies between these two groups in CpG deficiency. He has
also shown, using extensive data coming from various animal groups, that
there is a remarkable correlation between CpG deficiency and TpG + CpA
excess. These results support the suggestion of Salser (1978) that methylated
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CpG is a mutational *hot spot’ but not the claim of Subak-Sharpe et al.
(1966) that the CpG shortage in the vertebrate genome is due to natural
selection.

There is thus no evidence that the non-randomness Gatlin observed was
brought about by adaptive mutant substitutions rather than by functional
constraints and negative selection. Similarly, and more recently, the
observed inequality (or ‘non-randomness’) of synonymous codon usage has
been mentioned as evidence against the neutral theory, but such an
observation can also be explained by general constraints and negative
selection. We shall consider the problem of non-random synonymous
codon usage more in detail later (see section 7.5).

Some criticism and skepticism regarding the neutral theory of molecular
evolution come from the misunderstanding that the neutral theory holds
that all the mutations at the molecular level are strictly neutral. This was
never my intent, and is certainly not what the theory purports. The
existence of a great deal of negative selection and some positive selection is
not incompatible with the neutral theory, which holds that most evolu-
tionary changes are caused by random genetic drift of mutant alleles that
are selectively nearly equivalent

B

Molecular evolutionary rates contrasted
with phenotypic evolutionary rates

4.1 Some features of phenotypic evolution
Pattern of evolution as exemplified by the history of vertebrates
Before we treat evolutionary rates at the molecular level, I shall
briefly mention some features of phenotypic evolution as revealed by fossil
records. This will help to show that the pattern of molecular evolution is
quite different from that of phenotypic evolution.

Through paleontological studies in the past hundred or so years, much
valuable information has been obtained on the evolutionary history since
the Cambrian period (600-500 million years ago) when abundant fossil
records became available. Particularly noteworthy is the elucidation of the
history of vertebrates, a group to which we ourselves belong. (For
authoritative accounts of this subject, see Romer, 1967, 1968 and McFarland
et al., 1979.) The history of vertebrates is also relevant when we discuss the
evolutionary rate of globins in the next section. So I shall summarize some
relevant aspects of vertebrate history.

The oldest known true vertebrates were jawless fish, the agnatha, whose
fossils are found in the Ordovician period (500-440 million years ago; for
geological periods, see Fig. 4.2). Bony scales of such animals are known
from late in the Cambrian period. They ranged in size from several to fifty
centimeters long, and had curious appearances, with unpaired fins. They
probably lived in seawater, and sucked in water and its food contents with
powerful muscular pulses; they filtered water through gills on each side
behind the mouth. Their fossils are abundant in the Silurian period (440
400 million years ago). Their bodies are covered by armor plates, hence they
are named the ostracoderms.

It is generally supposed that this armor developed as protection against
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the then dominant predaceous arthropod called eurypterid (sea scorpion).
The bony armor plate led to the development of internal bone, first around
in the head region, and later, as internal, solid masses of bone, as seen in
higher fishes. Considering the fact that without a bony skeleton the more
advanced classes of vertebrates would have been impossible, Romer (1967)
remarks that we must thank the eurypterid enemies of our early ancestors.

A newera in fish evolution was opened, when, late in the Silurian period,
they developed jaws through the enlargement of a pair of bars which
formerly supported gill slits. During the Devonian period (400-350 million
years ago), much expansion and radiation of jawed fishes occurred. At the
same time, jawless ostracoderms d windled, and by the end of the Devonian,
they became extinct; only a few of their descendants survive to this day in
primitive and specialized forms as lampreys and hagfishes.

The next major step in vertebrate evolution was the conquest of the land,
started by amphibians and completed by reptiles. Geological evidence
suggests that during the Devonian period there were many shallow lagoons
and that seasonal droughts were common. Under such conditions, fishes
that could crawl out of a dried pool with the help of their fins and move to
other pools with water must have had a better chance of survival. Thus, fins
eventually developed into legs. Frequent droughts also put a premium on
those who could use swim bladders to breathe air. A group of ‘lobe fin’” fishes
called crossopterygians gave rise to the ancestors of land vertebrates.
Although crossopterygians flourished during the Devonian period, they
rapidly declined in numbers by the end of the Paleozoic. This was probably
caused by loss in competition with amphibians who descended from them
and who shared a similar environment.

It was for a long time believed that crossopterygians had become
completely extinct. However, a few decades ago, a relict survivor belonging
to fishes termed coelacanths was caught deep in the Indian Ocean and was
named Latimeria—sensational news in science. This is probably the most
famous example of a living fossil.

The first four-footed vertebrates (tetrapods) appeared in the Devonian
period. They were amphibians who had to go back to water for
reproduction where eggs were laid and developed as frogs do today. Among
early amphibians, there were transitional forms, such as I¢ht yostega, which
had four short legs but retained a tail fin like a fish. From amphibians
evolved reptiles that lay an amniote type egg protected by a hard shell. This
new ‘invention' made full terrestrial life possible. It is likely that this
evolutionary change also arose as an immediate adaptation to seasonal
drought; eggs in a pond must have died when it dried up. So, the laying of
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eggs on dry land probably occurred before the adults abandoned aquatic
life completely.

By the Carboniferous period (350-270 million years ago) reptiles
appeared. In order for animals to move from water to land, plants must
have preceded them. The extensive development of vascular land plants
occurred in the Devonian period, and in the following Carboniferous they
flourished, forming great forests on the earth. This allowed a boom of
insects toward the end of Carboniferous period, furnishing some of the
foods for the great radiation of reptiles that occurred in the Permian period
and the subsequent Mesozoic era.

The continents of the earth then were quite different from those which we
know now. As first proposed by the German geophysicist Alfred Wegener
more than half a century ago, all the land surfaces were once amassed as a
single super continent called Pangea. Later this gradually split and drifted
apart, and eventually the present continents were formed. Wegener's
hypothesis of ‘continental drift’, which had long been treated with scornand
disbeliefl was shown to be essentially correct by recent studies of earth
sciences.

Toward the end of the Paleozoic and by roughly 230 million years ago,
Pangea was formed. Before the end of the Triassic period (225-180 million
year ago) the dinosaurs became ‘the undisputed masters of Pangea’ as
remarked by Calder (1973). A spectacular radiation of reptiles occurred
during the Mesozoic era (225-70 million years ago). They include not only
dinosaurs but also flying reptiles, marine reptiles and the ancestors of birds.
Although most of the ruling reptiles (Archosauria) became extinct at the
end of the Mesozoic, the birds were very successful and became a distinct
class of vertebrates that survive today. Their elegant but energy-expensive
life in the air protects them from predator enemies on the ground. Thus,
whenever such enemies were absent, the birds have tended to abandon
flight to become ground-dwellers.

During the Permian (270-225 million years ago), mammal-like reptiles
called the therapsids appeared, and they dominated the land until the
Triassic (225~180 million years ago). They then dwindled in number, and
during much of the Mesozoic, they gave way to dinosaurs. It appears that
efficient bipedal running, which developed in the ruling reptiles with highly
predaceous habits, was more successful in competition over the improved
quadrupedal gait of therapsids.

The first mammals appeared at the end of the Triassic, about 200 million
years ago. Scant fossil evidence suggests that our Mesozoic, mammal
ancestors were small, inconspicuous creatures like the mouse or rat, both in
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size and habit. Presumably they were mostly nocturnal. The egg-laying
mammals of Australia which are known as monotremes consisting of
platypus (Ornithorhynchus) and spiny anteater (Echidna) represent a side-
line which split off from the main mammalian line at very early stage (see
Fig. 4.2). They owe their present survival to geographical isolation in an
area where competition or predation by more advanced mammals has been
absent.

For the main line of mammals, the Mesozoic was a time of trial, but a
significant one, for the outstanding characteristics of the mammals,
particularly intelligence and temperature-independent activity, must have
been much improved by the struggle for survival under the reptilian
tyranny. Romer (1967) remarked that *‘As mammals, we owe a debt of
gratitude to the dinosaurs for their unintended aid.

Mammals are characterized by nursing the young and caring for them, so
that the time needed for the development of brain is secured, and the
completed brain is used efficiently during the life of the individual. No
doubt the development of a better brain (the hardware for information
processing) is the real cause of mammalian success. It is possible that
discussion of K vs r selection (MacArthur and Wilson, 1967) as ‘adaptive
strategy’ which is now so fashionable in mathematical ecology has little
relevance when we consider the trend of mammalian adaptive evolution.
Producing a small number of offspring and caring for them intensely to
ensure their survival against the vagaries of environment is, I believe, the
real trend dominating mammalian evolution in the long run.

Toward the end of the Mesozoic all the dinosaurs, which had flourished
until then, became extinct. The real cause of such large scale extinction of
the great reptiles on land, in water and in air still remains as a major enigma
in paleontology.

Recently, a bold hypothesis was proposed by Alvarez et al. (1980) to
explain this Cretaceous-Tertiary (C-T) extinction some 65 million years
ago, based on their observation that the concentration of iridium abruptly
increased in a layer of clay deposited at precisely this period of time.
According to their hypothesis, a large (estimated to be 10 + 4 kilometers in
diameter) asteroid hit the earth then, and a huge amount of dust was hurled
by the impact into the stratosphere. The dust stayed in the air several years
and was distributed worldwide. The resulting darkness suppressed photo-
synthesis, attacking food chains at their origin. The large herbivorous and
carnivorous animals, including dinosaurs, became extinct. It appears that
this dramatic hypothesis has since been strengthened by additional
observations (see Kerr, 1980).
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The mammals were not very diverse at the beginning, and their
spectacular radiation starts with the Cenozoic era, filling various ecological
niches previously occupied by the extinct reptiles (see Fig. 4.1 for
subdivisions of the Cenozoic era), Of the two main groups of mammals, that
is, marsupials (Metatheria) and placentals (Eutheria), the former have had
only limited success, A truly amazing spread of mammals was achieved by
the Eutheria, making the Cenozoic era the ‘Age of Mammals’ (for detailed
account of this subject, see Kurten, 1971). This is particularly evident in the
Paleocene epoch, the first 10 million years of the Cenozoic era. According to
Kurtén (1971), six, ten and fourteen new mammalian families arose in the
early, middle and late parts of the Paleocene, of which only nine out of the
last mentioned families became extinct by the end of the Paleocene;
adaptive radiation occurred at an unprecedented pace.

In the plant kingdom, during the Cretaceous period, but well before
dinosaurs became completely extinct, explosive evolution occurred in the
flowering plants (angiosperms), producing various families which flourish
today. Along with the mammals, flowering plants characterize the Ceno-
zoic era.

Fig 41. Mammalhan expansion during the Cenozoic era. This figure
is constructed from data given in Romer (1968) and Kurtén (1971)
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Evolution of primates is obviously of great interest to us, for, as an order,
they include man himself (They also include lemurs, monkeys and apes).
Primates are predominantly tree-dwellers, and their common ancestor is
believed to have been an animal similar to the tree shrews (Tupaia) which
live in the East Indies today. Many features which characterize the primates
are the products of life in trees. Prominent among them are hands with an
opposable thumb which have good grasping power, eyes forwardly turned
and endowed with well-developed sight, and an ability to gauge distance
with great precision. The brain is highly developed in order to command
these faculties. On the other hand, the sense of smell is much reduced. Fossil
evidence from Ethiopia suggests that Australopithecus, which lived some
four million years ago, represents a direct human ancestor.

Human evolution was definitely under way when life in the trees was
abandoned, and an upright posture with bipedal gait was established by
some three million years ago. It is suggested that in the late Tertiary times
there was a process of reduction of forest area and replacement by grassy
savannas. This forced the ancestors of man to become ground dwellers.
Man didn't leave the trees; the trees left him.

As a creature, man was not a particularly strong one, and after he left the
protection of the trees, he could only survive by cunning which was made
possible by brain development. Some 2.0 million years ago, an advanced
hominid with a brain size of 750 cm® was already making stone tools
(Washburn, 1978; dating adjusted). This brain size is about half that of
modern man (1400 cm®). It is possible, as pointed out by Muller (1959), that
there was positive feedback between the practice of using tools and
improvement of genetic ability for better use of them. This helped natural
selection to act efficiently, leading to rapid improvement of intelligence.

Despite a wealth of fossils that have recently been unearthed, the time of

divergence between man and the African apes (chimpanzee and gorilla) is

uncertain, and it has been much debated. The traditional paleontological
studies based on comparison of anatomical structures (such as teeth) have
placed the point of divergence somewhere between 20 and 30 million years
ago. In particular, fossils designated Ramapithecus and Sivapithecus, dating
back to | 4 million years ago, seemed to require an early divergence (Simons,
1981). On the other hand through immunological studies on the albumin of
various primate species, Sarich and Wilson (1967) obtained a result
suggesting that the divergence occurred only about 5 million years ago.
Their claim is based on the empirical rule that logarithmic immunological
distance (log ID) serves as a ‘molecular clock’, that is, it increases at a
constant rate with chronological time. Although they did not know the
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reason, they took it for granted that the molecular clock is accurate for all
cases including human and ape lines. More recently, King and Wilson
(1975) compared forty-four enzyme loci between man and chimpanzee, and
studied their genetic difference in terms of Nei's (1972) measure of distance.
The new result also showed that man and chimpanzee are genetically very
close, again suggesting a divergence time of the order of 5 million years ago.
It can be counted something of a victory for molecular methods of dating
that Ramapithecus and Sivapithecus, formerly thought to be ancestral to
man, have now been related to the orang-utan (Pilbeam, 1982). There is no
longer any gross contradiction between the molecular data and the
appearance of hominids about 4 million years ago, in the fossil record.

The problem of the divergence time between human and ape lines was
approached from a fresh angle by Kortlandt (1972). He suggested that the
appearance of Rift Valleys in Africa and subsequent flooding by rivers and
lakes caused isolation between the ancestor of the gorilla and chimpanzee
in West Africa on the one hand, and the human ancestor in East Africa on
the other. He dated the split some 14 million years ago, but it is possible that
the mechanism he proposed operated ten million years later, because
geological activity has been continuous in the Rift Valleys throughout the
Pliocene and Pleistocene epochs. Divergence of the orang-utan (now living
in forests in Asia) and the African apes, perhaps 10 million years ago, may
be similarly related to the rifting that opened the Red Sea,

The history of vertebrate evolution summarized above clearly shows that
ecologic opportunities play an essential role in rapid phenotypic evolution,
and that progressive evolution is almost always brought about as a result of
organisms’ response to environmental challenge. Production of man froma
primitive jawless fish in half a billion years is a remarkable example of
progressive evolution, but we should not forget that degeneration and
extinction are much more common in evolution. Haldane (1958) calls
attention to the fact that probably for every case of progressive evolution in
the sense of descendants being more complex in structure and behavior
than their ancestors, there have been ten of regressive evolution. The main
reason that evolution on the whole appears to be progressive is simply
because a species that acquired a new capacity was more likely to give rise
to various descendant species than one which lost some capacities.

As a feature of phenotypic evolution, one can not fail to mention its
opportunistic nature. This is most clearly shown by the phenomenon
known as convergence. A striking example of this is given by the adaptive
radiation of marsupials in Australia as compared with the radiation of
placental mammals. In the former, there are a marsupial anteater, mole-like



62 Molecular and phenotypic evolutionary rates

marsupials (the pouched ‘mole’) a dog-like one (the Tasmanian ‘wolf’),
squirrel-like ones including marsupial ‘flying squirrels’, and so on (see
Simpson, 1949). A similar parallelism exists between North and South
American mammals (including extinct forms). These examples show that
similar ecologic opportunities were seized by animals of two different but
related groups, producing forms with similar ways of life. That such
similarities, however, are superficial has been revealed by detailed anatomi-
cal studies. It is evident that the underlying genetic structures of these two
groups are also different.

Opportunism in evolution is an eloguent testimony that evolution at the
level of form and function is largely determined by Darwinian natural
selection that brings about adaptation of organisms to their environments.
Positive natural selection cares little how such form and function are
brought about genetically; it only cares whether the resultant phenotypes
are good for the organism’s survival and reproduction. This means that
consideration of ‘adaptive strategies' may be relevant for treating pheno-
typic evolution, but not necessarily for the genetic changes that underlie

phenotypic evolution, and a fortiori not for molecular evolutionary
changes.

Rates of phenotypic evolution

We continue to treat evolutionary change at the phenotypic level,
but concentrate our attention on the problem of its rate (speed). The
existence of striking differences in evolutionary rates among animal groups
was discussed by Darwin (1859) in his book The Origin of Species. He points
out (see chapter 10 of The Origin) that species of different genera and classes
have not changed at the same rate, or in the same degree. For example, the
Silurian Lingula differs but little from the living species of this genus,
whereas most of the other Silurian molluscs and all the Crustaceans have
changed greatly. He goes on to suggest that ‘productions of the land seem to
change at a quicker rate than those of the sea’”. He noted also that there is
reason to believe that organisms considered high in the scale of nature
generally change more quickly than those that are low, though there are
exceptions to this rule.

More recently, Rensch (1960), by investigating extensively the age of
species and higher categories of various animals, concludes thatevolution is
slower in the more primitive marine groups than in higher terrestrial
animals. As to the cause of such findings, he attributes this to the influence of
environment, namely, marine animals are much less subject to periodic
changes of important ecological factors, such as temperature, moisture, and
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so on, than terrestrial ones. In addition, in most marine animals, population
size is less likely to fluctuate, and effect of natural selection tends to remain
constant.

Rensch notes that the appearance of a completely new structural type is
often succeeded by a period of ‘explosive’ evolution (tachytely), and then,
phases of slow change (bradytely) may preserve certain animal types for a
very long period. He points out an interesting fact that the number of
generations per umnit time is not generally related tothe rate of evolution. For
example, in elephants, the rate of evolution was relatively fast, while in
rodents with small body size, even though the number of generations per
unit time was 40 to 100 times greater than that of elephants, evolution in
these rodents is slow. (He attributes this slowness to a greater constancy of
the environment and the larger size of the reproductive communities in the
rodents.) As a similar example, we can add that human evolution at the
phenotypic level has been very rapid despite the fact that his generation
span is exceptionally long as compared with other animals.

Extensive and careful analyses of the rates of evolution based on fossil
records has been made by Simpson (1944, 1953). He recognizes two types of
rates, morphological and taxonomic rates. The morphological rate is
concerned with how a morphological character or a character complex
changes along a lineage (‘phylum’). In this respect, it is a ‘phylogenetic rate’.
For example, we inquire how rapidly the lengths of teethchanged along the
line leading to the present horse from its ancestor Eohippus that lived in the
lower Eocene.

On the other hand, the taxonomic rate is concerned with the duration
and abundance of a certain taxonomic unit. It may be phyletic in the sense
that we inquire how rapidly a new genus appears and replaces the old one
along a single lineage. For example, in the line leading to the present horse
(Equus) starting from Hyracotherium, there are eight successive genera (we
exclude Equus since its span is incomplete). The time covered is roughly 60
million years. This means that the average phyletic taxonomic rate is 0.13
genera per million years (or reciprocally, 7.5 million years per genus). This is
within the range of ‘standard’ rates which Simpson called ‘horoteric’.
Another example is the evolution of Triassic and earlier ammonites. In this
case, the rate is 0.05 genera per million years, much slower than in the horse
evolution. It is possible, as pointed out by Simpson (1953), that a taxonomic
difference based on the judgement of experienced workers is a more suitable
indication of the totality of evolutionary changes than any collective
measure of difference of morphological characters,

The taxonomic rate may also be concerned with changes in the numbers
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or the frequencies of phyla (or other taxonomic groups). The rate of such
changes may be called the taxonomic frequency rate. Although this rate is
not directly related to the phenotypic evolutionary rate in the ordinary
sense, I shall quote an example from Simpson (1953). He presents time-
frequency curves involving the frequencies of the first and last appearances
as well as total frequencies of ungulate (i.e. hoofed animal) families from
latest Cretaceous until Pleistocene. From the curves, the rate of change in
total frequency, the rate of origin (per million years) and the rate of
extinction of families can be computed. His analysis shows that origination
is highest at about the middle (i.e. around Eocene) of this period, while
extinction is much more pronounced in the latter half of the period.

Returning to evolutionary change along individual lineages, there are
some examples of very slow evolution. Particularly noteworthy are ‘living
fossils’ (called ‘immortals’ by Simpson, 1949) that survive today and that
show little change since their first appearance in the very remote past
Outstanding examples are: the sea shell Lingula which looks unchanged
since its Ordovician ancestor more than 400 million years ago, the lizard-
like reptile Sphenodon which has survived almost unchanged since the
Jurassic, the opossum (unchanged since Cretaceous), and crocodiles (since
early Cretaceous). These animals must have been well adapted to environ-
ments that have not changed for very long time. Negative selection has
worked so efficiently on them to weed out mutations that, at the phenotypic
level, the status quo has been maintained. On the other hand, there is no
reason to believe that this is caused by reduced mutation rates. The fact that
side branches (that later became extinct) arose once in a while, for instance,
from opossums arose the carnivorous marsupials of South America, is
consistent with this interpretation.

According to Simpson (1949), some general features common to many of
the ‘immortals’ are as follows. Most of them are relatively small animals,
They have rather large local populations, have some latitude in adaptation,
and live in conditions that are relatively constant. Most of them were
progressive animals when they arose and had then evolved rapidly into new
adaptive types by first seizing opportunities as they arose; they adapted so
well to their environmental conditions that later forms could not displace
them.

Finally, 1 would like to mention the work of Haldane (1949) on
quantitative measurement of the rate of evolutionary change (‘morphologi-
cal rates’ in the terminology of Simpson, 1953). He claims that if we wish to
compare the rates of evolutionary changes of different organs, or of the
same organ in different genera, the most appropriate measure is in terms of
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the percentage change. He suggests that if the mean length of a certain
structure (say, a tooth length) has increased from x, cm to x, em in the time
t, then the rate of change per unit time can be estimated by

(log, x, —log, x,)/t. 4.1)

Then, he found, using the data of Simpson (1944), that in the evolution of the
horse the height of certain teeth increased on the average at the rate of
about 4 x 10~ # per year, or 4% per million years, He proposed the term
darwin as a unit of evolutionary rate, representing a change in measurement
at the rate of 10~ % per year, or equivalently, increase or decrease of size by a
factor of e (the base of natural logarithm, i.e. 2.718 . . ) per million years. In
these terms the horse rate is about 40 millidarwins. Using the same method,
Haldane found that the body length of six suborders of dinosaurs increased
during the Mesozoic era at the rate of about 2.6 x 10~ or 26 millidarwins
which is slightly less than the horse rate. If we apply Haldane's method to
the increase of brain size in hominid evolution (as discussed in the previous
subsection), we find that the rate is near 1/5 darwin, since the cranial
capacity doubled in about 3 million years. This is an example of very rapid
evolution at the phenotypic level. Most examples of rates faster than one
darwin involve human intervention, such as happened to cause the very
rapid changes in domestic animals and plants,

Since Simpson and Haldane discussed these issues, a great debate has
developed among paleontologists about whether phenotypic evolution is
gradual and essentially continuous, or proceeds in a punctuated fashion,
with sudden ‘speciation events’ being followed by evolutionary stasis, (Fora
review of different opinions, see Schopf, 1977). If the punctuational mode of
evolution occurs, then the rates of change must be much faster than
Haldane’s figures suggest, during speciation; thereafter, every species
becomes a living fossil, in its resistance to change, until it is superseded. But
at the time of writing the arguments about the tempo of change are still
raging, and it is too early for a non-paleontologist to judge the likely
conclusion.

4.2 Rate of evolution at the molecular level

Comparative studies of protein sequences

It had long been a dream of population geneticists to find out at
what rate genes are substituted in the species in the course of evolution.
Such a rate should characterize the speed of evolution more unambiguously
than any other measure of evolutionary rates based on phenotypes.
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Simpson (1953) states that ‘genetic rate’ is the ideal measurement of the
speed of evolution, although this was not then feasible. Later, this became
possible by the development of molecular genetics which can treat genes in
molecular terms. Specifically, comparative studies of amino acid sequence
of proteins enabled us for the first time to obtain reliable estimates of the
rates at which new mutant genes are incorporated into the species in
evolution. As pointed out by Crow (1969), we can bypass classical genetic
analysis by directly comparing proteins coded by genes between, say, mice
and whales, even if they can not be crossed with each other.

During the past decade and a half, a large body of data have accumulated
as shown by extensive compilation of protein sequences by Dayhofl (1969,
1972, 1976, 1978). Among various proteins, globins seem to have been
studied most extensively (as well as intensively), although studies of
cytochrome c¢ sequences are nearly comparable. Particularly, globin
sequences among vertebrates are well studied, and they serve as an excellent
model system to discuss the evolutionary rate at the molecular level. Here
we shall mainly be concerned with hemoglobin and myoglobin. Hemoglo-
bin is the oxygen-carrier in the blood, carrying oxygen from the lungs to
tissues, and also bringing the carbon dioxide back to the lungs. On the other
hand, myoglobin has the function of storing oxygen in the tissue, and it exists
as a monomer. These globins are essential for a vertebrate’s life. In sharks
and higher vertebrates, the hemoglobin molecule is a tetramer consisting of
two identical a-chains and two identical f-chains. In the sea lamprey
(Petromyzon marinus), however, hemoglobin in the blood exists pre-
dominantly as monomers (single chains), although six different genes seem
to exist for it (Hendrickson and Love, 1971). The core of these molecules is
the part known as the heme (containing an iron atom) to which the oxygen
molecule attaches. For more details on the structure and action of proteins,
readers are invited to consult an excellent introductory book by Dickerson
and Geis (1969).

Let us compare the hemoglobin x-chain among vertebrates. In mam-
mals, this chain consists of 141 amino acid sites, and there is no ambiguity in
detecting homology among them. For example, if we compare the human
and Japanese monkey, we find that their 2 chains exactly match each other
except atfour amino acid sites (Matsuda, 1978). Thus, the percentage amino
acid difference between the two is only 2.8. Since each site of a protein
sequence can be occupied by any one of 20 amino acids, the probability of
two sequences matching each other even for a stretch of 10 consecutive
amino acid sites by chance is very small (note that 1/20'° = 10~ '3), Of these
four amino acid differences between man and Japanese monkey, three can
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be interpreted by the code table as each being derived by a single mutational
change (base substitution), while the remaining one requires at least two
mutational steps. It is evident that the two x-chain genes have descended
from a common ancestral gene through five or so base substitutions. If, on
the other hand, we compare human with dog, their a-chains differ by 23
amino acid sites which amounts to 16.3% of the total For still more remote

Fig 42 Percentage amino acid differences when the a2 hemoglobin
chains are compared among eight vertebrates together with their
phylogenetic relationship and the times of divergence.
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comparisons, differences become larger. For example, human and carp
chain differ from each other at roughly 50% of the amino acid sites. In
addition, these two chains are differentiated by insertions or deletions that
amount to three amino acid sites. Fig. 4.2 shows the percentage amino acid
differences in the pairwise comparisons among the «-chains of eight
vertebrates, together with their phylogenetic relationship and the times of
divergence. The table in this figure was constructed based on Alignment 32
of Dayhoff (1978), but it differs slightly from her Matrix 34; we excluded
insertions and deletions when they exist between sequences, and we
concentrated on replacements among the 20 kinds of amino acids.

It may be seen from Fig. 4.2 that there is a strong parallelism between the
divergence time and the percentage amino acid differences. The paral-
lelism becomes even more evident if we use, instead of mere percentage
differences, the estimated number of amino acid substitutions that have
actually occurred in the course of evolution. The estimates can be obtained
as follows. To facilitate its later use, I shall explain the procedure in general
terms.

Letn,, be the total number of amino acid sites for which two homologous

Fig. 4.3. Diagram illustrating two homologous polypeptide chains P,
and P, which descended from an ancestral chain P, by accumulating
mutations (solid and dotted circles); n,, is the total number of amino
acid sites, and d_, is the number of amino acid differences. In this
illustrated example, n,, = 6 and d,, = 3. Note that although four
mutations have accumulated, differences can be detected only at three
sites (we exclude cases in which two mutations lead to states which
are not detectably different).

Py

N
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protein sequences are compared, and suppose that they differ from each
other at d,, sites (see Fig. 4.3). The fraction of amino acid differences which
we denote by p, is given by d, /n,,. What we are aiming at is to estimate the
number of amino acid substitutions that have actually occurred in
evolution. If two mutations (amino acid replacements) occur at the
homologous sites in two lineages, one leading to P, and another leading to
P,, or two mutations occur at the same site in one of the lines, then this is
detected merely as one amino acid difference between P, and P,. There may
be cases in which the first mutation leads to a difference in amino acid but
the second mutation cancels the difference, but we neglect such cases
because such events are relatively rare (less than 5% of the total). To correct
for superimposed mutations, a simple but very useful procedure is to
assume that amino acid substitutions follow the Poisson law in statistics
(Zuckerkandl and Pauling, 1965; Margoliash and Smith, 1965).

Let K, be the average number, per site, of amino acid substitutions
between the two polypeptides compared, We assume that the probabilities
of 0, 1, 2,...amino acid substitutions occurring at a particular site are
given by the Poisson series

KI
e“--+K,,e“-=+2—'l“e"‘-+ P (4.2)

This assumption is based on the consideration that a substitution at each
site is a very rare event for any given period, but extending over an
enormous period, the probability of an occurrence is appreciable.

In particular, the probability that no substitutions occur at a site is e~ %=,
By equating this to the fraction of amino acid sites for which two
polypeptides are identical, that is,

e e 4.3)
we obtain
K, = —log(l —ps) = —2.3 log, (1 —p,) 4.4

where log, denotes the natural logarithm, and p, =d,_/n_, is the fraction of
amino acid differences. Note that the table in Fig. 4.2 lists values of 100 p,.
The standard error of K, is given by

T} P4
i \/(l i pd)nn (4-5)

(Kimura, 1969a). Strictly speaking, equation (4.3) is valid only when the
rates of substitution are the same among different sites, but it is valid as a
first approximation even il the rates differ, provided the average sub-
stitution rate is low (see Nei and Chakraborty, 1976).
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The rate of evolutionary amino acid substitution per site per year is then

given by

k=K, /@T), 46)
where T is the number of years that have elapsed since the evolutionary
divergence of the two chains from their common ancestor. Note that the
factor 2 in the denominator corresponds to two branches in a phylogenetic
tree involved,

Forexample, if we compare the 2 chain of man with that of the shark, we
find that they have the same amino acid at 63 sites and a different amino
acid at 74 sites. In addition, these two chains are differentiated by insertions
or deletions (often called ‘gaps’ in sequence comparison) that amount to 11
amino acid sites. Thus n,,=65+74 =139 and d_ =74 so that p,=
74/139 =0532 and K, = —log,(l — p,) =0.760 with g, =0.091. Similarly,
for the comparison of human and carp a chains, we find that d_, = 68 and
n,, = 140 if we exclude 3 gaps. Then, we obtain K, =0.666 and g, =0.082.

In Fig 4.4, the estimated number of amino acid substitutions per site
(K,,) is plotted against the time of divergence T as solid dots. For example,
the point marked | represents the average value of K,  obtained by
comparing the x chain of the shark with those of the other seven animals.
Similarly, the point marked as 2 represents the average K_, obtained by
comparing the carp « chain with those of the newt, chicken etc. From this

Fig. 4.4. Relationship between K_, the number of amino acid

substitutions (ordinate) and the time of divergence in millions of years
(abscissa).
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figure it is evident that these seven points are reasonably close to beingon a
straight line. The regression of K, on T (solid line in Fig. 4.4) has the slope
0.00179, which means k,, = K_,/(2T) = 0.9 x 10~ ? per amino acid site per
year. In other words, the rates of amino acid substitutions are roughly the
same amongdiverse lineages of vertebrate evolution, and the representative

Fig. 45. A phylogenetic tree of primates (including the tree shrew)
together with a table showing the number of amino acid differences
when their hemoglobin f-chains are compared. Note that the f-chains
in these animals consist of 146 amino acids. The numbers involving
the tree shrews are based on the amino acid sequence of the f-chain
determined by Maita et al. (1977).
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value 0.9 x 1077 is not very different from 107°. The only significant
deviation observed is for the chicken vs. mammals comparison suggesting
that the a-chain evolved more slowly in birds unless the divergence time is
in error.

Fig. 4.4 also contains observed values of K,, similarly computed for the
hemoglobin f-chains of the primates (including the tree shrew) using data
given in Fig. 4.5. They are plotted as open circles. Among them the circle
marked as 3 represents the comparison of the tree shrew with the rest of the
primates, while the one marked as 4 represents the human-gorilla
comparison. They show that the primate f-chains evolved at the rates not
very different from the value obtained for the vertebrate o, i.e. roughly at
107%/a.a. site/year.

One apparent anomaly is that the rate of substitution in the human-
gorilla line is much lower than in other lines such as in the tree shrew line,
Letus inquire, then, what is the probability that the number of substitutions
happens to be one or less during 15 million years of separation (as in man
and the gorilla), assuming that the intrinsic substitution rate is 10~ 2 per site
per year for the f chain consisting of 146 amino acid sites. This probability

is given by the first two terms in the Poisson series with the mean 146 K,
that is,

P=e"(1+X), @4.7)

where X =146 K,,. Note that the sum of Poisson variables is again a
Poisson variable. Putting K,,=2Tk,, =2x1.5x 10" x 107% =003, we
obtain P = 0.067. In other words, it is expected to occur by chance every 15
trials. So, from this observation alone, we can not definitely say that the
evolutionary rate is significantly lower in the human-gorilla line than in
other vertebrate lines.

Similar estimates are obtained both for the x and f hemoglobin chains,
when comparisons are made between six mammals, human, bovine, horse,
dog, rabbit and mouse: k,, =(1.12+0.09) x 10~° for the a-chain and
kua=(1.28 + 0.14) x 1072 for the f-chain. It is assumed here that these
animals diverged from each other 80 million years ago. In addition, from
the comparison of myoglobin (consisting of 153 amino acids) between
six mammals, human, harbor seal, badger, horse, bovine and sperm whale
(see Table 4.4), we obtain, as the rate of substitution per site per year,
k. =(1.01 £ 0.09) x 10~° which is very similar to the above estimates,

We can hypothesize then that globins evolved throughout the course of
vertebrate evolution at roughly a constant (uniform) rate of 10~° per site
per year. As I shall discuss in more detail in the next subsection, constancy is
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in terms of rate per year; generally speaking, generation time has little effect
on the rate of amino acid substitutions.

Approximate constancy of evolutionary rate as well as the fortuitous
nature of amino acid substitution in evolution are also apparent in
cytochrome c. This molecule performs the important function of carrying
electrons in the respiratory chain, and it is distributed more widely among
eukaryotes (i.e. organisms with a true nucleus) than hemoglobin. Fig 4.6
shows the fraction of amino acid differences of cytochrome c of five animals
as compared with that of wheat. Note that, when compared to wheat, the
various animals have differentiated to about the same extent. In this case,
however, the rate of amino acid substitution per year is about one third that
of hemoglobin.

Table 4.1 lists values of k,, for several proteins. The highest rate is
represented by fibrinopeptides (k,, =8.3 x 107 in this table), while the
lowest rate is represented by histone H4 (k=001 x 1079). At the
moment, we do not know for sure how representative these figures are for
all cistrons (genes) in the mammalian genome. It is possible that the
frequency distribution of these rates does not follow a normal distribution,
so the median is more suitable as a representative value than the arithmetic
mean. It turns out, however, that the median of the evolutionary rates of
twenty-one proteins listed in Table 6.1 of McLaughlin and Dayheff (1972)
is 1.3 x 102 per amino acid site per year (Kimura, 1974). Similarly, from
Table 1 of Dayhoff (1978) who lists evolutionary rates for sixty proteins, we

Fig. 4.6. A phylogenetic tree and the fraction of amino acid differences
in cytochrome ¢. In counting the number of amino acid differences,
unmatching parts (‘gaps’) due to insertions or deletions were excluded.
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find that the median rateis 0.74 x 10~%/a.a.fyr, This may be compared with
1.6 x 107 %/a.a /yr which was obtained by King and Jukes (1969) as the
average rate of seven proteins. On the whole we can say that, roughly
speaking, 10 ? per site per year is the standard rate of molecular evolution
in terms of amino acid substitution, and that vertebrate globins are
representative. | suggested (Kimura, 1969a) that we use 107 %/aa/yr as a
unit of evolutionary rate, calling it the pauling. In terms of this, the
hemoglobin rate is very near to one pauling, while the cytochrome c rate is
about 30 centipaulings. Unfortunately, this term has not gained popularity
among students of molecular evolution, as is also the case for the term darwin
among students of phenotypic evolution. As compared with more popular
designations such as ‘PAMs per 100 million years’ meaning ‘accepted point
mutations per 100 residues per 100 million years’ (see p. 3 of DayhofT, 1978),
or the ‘Unit Evolutionary Period’, or UEP in short, meaning ‘the time in
millions of years for one per cent change in amino acid sequence to show up
between two divergent lines’ (Dickerson, 1971), expressions in pauling units
are much more simple and straightforward, and I hope that the unit will be
used more widely. Perhaps, a less personality-related designation such as

Table 4.1. Evolutionary rates in terms of amino
acid substitutions. These rates are based mostly
on data from mammalian order. They are
expressed per amino acid site per year taking
10™? as the unit (‘pauling’)

Proteins ko x 10%/yr
Fibrinopeptides 83
Pancreatic ribonuclease 2.1
Lysozyme 20
Hemoglobin o 12
Myoglobin 0.89

Insulin 044
Cytochrome ¢ 03

Histone H4 0.01

These values are quoted from Dayhofl (1978), except
for the lysozyme rate which is derived from Wilson et
al. (1977) using the relation k,, (in paulings) = 5/UEP
(in millions of year), the fibrinopeptide rate which is
from Ohta and Kimura (1971a) who treat rapidly
evolving parts of fibrinopeptides A and B, and the

cytochrome ¢ rate which is from McLaughlin and
Dayhoff (1972).
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‘Molecular Evolutionary Unit’, or MEU for short (rather than pauling)
might be preferable.

The relationship, as given by equation (4.4) between the observed number
of amino acid differences in two homologous sequences and the estimated
number of amino acid substitutions that might have occurred in the course
of evolution, should be a good approximation, as long as the [raction of
amino acid differences is not very large (say, less than 50%). A more accurate
relationship between these two quantities was given by Dayhoff (see
Table 23 on p. 351 of Dayhof, 1978) in the form of a conversion table. She
obtained it by multiplying 2 ‘mutation probability matrix” for various
evolutionary distances. It takes into account the fact that some amino acid
pairs tend to replace each other more frequently in evolution than expected
on the random basis. As compared with Dayhofl’s relationship, equation
(4.4) underestimates the number of amino acid substitutions, especially
when the evolutionary distance is remote.

The following empirical formula which is a simple modification of
equation (4.4), however, brings the relationship between K, and p, quite
close to DayhofT's table.

I
Ko = —log 1 — pa—30d) @9

As seen from Table 4.2, this formula is valid for p, up to about 0.7. In these
estimations, synonymous nucleotide substitutions that do not lead to
amino acid changes are not taken into account. If nucleotide substitutions

Table 4.2. Relationship between the fraction of observed amino
acid differences (p,) and the estimated number of amino acid

substitutions (K,,)
K.,

Pq Dayhofl* Equation (4.4) Equation (4.8)
0.01 0.01 0.01 0.01
0.05 0.05 0.05 0.05
0.10 0.11 0.11 0.11
0.20 0.23 0.22 0.23
0.30 0.38 0.36 0.38
0.40 0.56 0.51 0.57
0.50 0.80 0.69 0.80
0.60 1.12 0.92 1.11
0.70 1.59 1.20 1.60
0.80 246 1.61 263

# From Table 23 of Dayhoff (1978),
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were equally frequent at all three positions in a codon, synonymous
nucleotide substitutions should amount to roughly 25% (Kimura, 1968b),
but in reality synonymous substitutions are much more frequent as will be
explained later.

In addition, there are a few other methods, such as Fitch's (1971c)
minimum phyletic distance method, which were devised for the purpose of
estimating the number of nucleotide substitutions from amino acid
sequence data. As shown by Neiand Chakraborty (1976), however, there is
a high correlation among these estimates, and in practice any of them may
be used for constructing evolutionary trees or relating nucleotide sub-
stitutions to evolutionary time.

Constancy of molecular evolutionary rates

As compared with the evolution at the phenotypic level, molecular
evolution has the remarkable feature that the rate of evolution is
approximately constant (ie. the same) throughout diverse lineages for a
given protein. We have already noted this remarkable phenomenon (see
previous subsection), but since this has much bearing on the neutral theory,
I shall examine this problem in more detail in this subsection.

Table 4.3 lists observed numbers of amino acid differences between six
mammals (human, mouse, rabbit, dog, horse, bovine) when their hemo-
globin z-chains are compared. It is likely that these six mammals diverged
from each other late in the Mesozoic some 80 million years ago, and that
they have accumulated mutations in their genes coding for the «
hemoglobin independently since their divergence. We shall inquire whether
the intrinsic rates of amino acid substitutions among the six lineages are

Table 4.3. Observed numbers of amino acid differences between
six mammals when their hemoglobin a-chains are compared. The

ratio of the observed to the expected variances turns out to be as
Jollows: R=1.26

Human Mouse Rabbit Dog Horse Bovine
Human 8 25 23 18 17
Mouse 27 25 24 19
Rabbit 28 25 25
Dog 27 28
Horse 18
Bovine
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equal and whether variation of the observed numbers of substitutions as
shown in Table 4.3 lie within the limits of normal statistical fluctuation.

Let x,, x5, . . X, be the number of amino acid substitutions in n lineages
since divergence from their common ancestor A (see Fig. 4.7, where n = 6).
We denote the mean and variance of the x's by X and V.. Further, let D and
¥ be the mean and variance of the number of amino acid differences when
n species are compared and therefore n(n — 1)/2 comparisons are made. It
can then be shown that x=D/2 and V, =(n+ 1)V3/[2(n —1)]. From
Table 4.3, the mean and the variance of the 15 observed values (after
Poisson correction using equation (4.4), and noting n,, = 141) turn out to
be as follows: D =25.34 and V[, =22.81. Therefore, we obtain x=12.67
and ¥, = 1597.

In order to see whether the variation of the number of amino acid
substitutions among lineages is larger than what is expected by pure
chance, an appropriate quantity is R = V_/a2, where ¢ is the theoretically
expected variance. Thus, R is the ratio of the observed and the expected
variances. Since, the x;'s follow the Poisson distribution, and since for this
distribution the variance is equal to the mean, we may put ¢> = X, giving, in
this case, R = 1.26. The statistic (n — 1)R should follow the y? (chi-square)
distribution with n — 1 degrees of freedom. In the present case n =6 and
(n — 1) R = 6.3. From a table of the y* distribution we find that deviation of
R from unity is not statistically significant. Clearly, we cannot reject the
hypothesis that the intrinsic rates of amino acid substitutions in these six

Fig. 4.7. Divergence of six mammals (see Table 4.3) from their
common ancestor A. Letters x,, x,, etc. denote the number of amino
acid substitutions in the individual lineages. For the data in Table 4.3,
the mean and variance of x;’s are X =12.67 and ¥, = 1597,

A

X X, X3 Xy x5 X5
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lineages are the same. Note that if the point of divergence of these six
lineages is not exactly the same, R tends to overestimate the true variance
ratio, so that the present test for constancy is conservative.

Similar tests can be made for hemoglobin B, myoglobin, cytochrome ¢
and pancreatic ribonuclease as shown in Table 4.4. For each of these
molecules, the animals involved are considered to have diverged from a
common ancestor at about the same time and therefore they have evolved
separately for the same length of time. It turns out that R=3.1 for
hemoglobin §, R = 1.7 for myoglobin, R = 3.3forcytochromecand R =24
for ribonuclease. Of these four cases, the deviation from unity is significant

Table 4.4. Test for the uniformity of evolutionary rates among
lineages within molecules (similar to the one explained in the text
for the hemoglobin «) applied to hemoglobin f, myoglobin,
cytochrome ¢ and pancreatic ribonuclease. Data are taken

from Dayhoff (1978). Note that the lengths of polypeptide chains
are n, = 146 for hemoglobin B, n_ = 153 for myoglobin,

and n,, = 104 for cytochrome c. For ribonuclease, n,,= 123

or 124 depending on the comparison, because gaps (i.e.

insertions or deletions) occur in sequence comparisons, and these
gaps are excluded in computing fractions of amino acid differences

Harbor, Sperm
" " Ratd mg-“, 4 Humon Seal  Bodger Horse Bovine Whale
Human 27114115|25|25 Human 24|17(19{29|25
Mause 28/30/36/39 o 19/20/28/26
Rabbit |‘212530 Bodger| \J16/25|26
08 | Mmowiro] \[30/28 vorse | Mmpergat] \| 1819
morse | | esencen 30|  sovie| | Tirenes 30
N n“’!li m n =153
%=1495, V, 24633, R=31 %=1235, v, 22097, R=17
WMW Bovine m, Horse  Rat
- 30 | 32 | 41
o 13]15|14 e 124 123 | 124
,,, Pi 28 | 38
g R T Whie 123 |24
Snapping Riboruciease 39
Turlle m 22 o Fﬂ:ﬁeﬁ.ﬂmfﬂ“l. 123
Rattiesnake W"":’::‘ Rat b

%=8.26, V,=27.25 R=13 222057, V, = 48.45, R=2.4
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for hemoglobin § (at about 1% level) and cytochrome c (3% level), but is not
significant for the remaining two cases. These results suggest that although
the strict constancy may not hold, yet a rough constancy of the evolu-
tionary rate for each molecule among various lineages is a rule rather than
an exception. Note that the rates of evolution may be different between
different molecules. In fact, in the present case, the rate of evolution of
pancreatic ribonucleases among mammals (k,, = 2.07 x 10™) turns out to
be about eight times larger than the evolutionary rate of cytochrome ¢
among vertebrates (k,, =0.26 x 10~ %). The average value of R for the above
five molecules (including hemoglobin «) is R = 2.6. This is consistent with
the result of our previous analysis (Ohta and Kimura, 1971b) in which we
showed that the observed variances of the evolutionary rates for hemo-
globins and cytochrome ¢ among mammalian lines are roughly L5 to
2.5 times as large as the variance theoretically expected, if the variation is
due to pure chance.

Let us investigate if such an approximate constancy also holds for more
remote comparisons. We choose to examine the divergence between the
and B chains of hemoglobin. It is clear that these two chains originated by
gene duplication which occurred in the remote past before the teleost
appeared. In the second and third columns of Table 4.5, we compare the
divergence between the x and f hemoglobin chains of man and the
divergence between the x chain of the carp and the § chain of man. This

Table 4.5. Comparison of amino acid differences between o and P
hemoglobins

Amino acid differences

Type Human z Carp « Platypus « Shark a
of VS. VS, VS, Vs,
change® Human § Human § Platypus f Shark f
0 62 61 62 50
1 55 49 49 56
2 21 29 28 32
3 0 0 0 |
Gap 9 10 9 11
Total 147 149 148 150

* Numbers 0, 1, 2 and 3 respectively denote the type of amino acid differences that
can be interpreted from the genetic code table as due to a minimum of 0, |, 2 and 3
nucleotide substitutions (see Table 4.6) in these four sets of comparisons involving
the and § hemoglobin chains. The number of gaps (expressed as equivalents of the
number of amino acids) is also listed for each comparison.
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table is constructed based on Alignment 32 of Dayhoff (1978) with the help
of Table 4.6 where the minimum number of nucleotide substitutions
required to convert one amino acid to another is listed for 20 x 20 amino
acid combinations.

Since the human and carp a chains differ from each other atabout 50%, of
the amino acid sites (see the table at the bottom of Fig. 4.2), the data suggest
that the two genes coding for the « and B chains have diverged
independently from each other and to the same extent in the two lineages
since their origin by gene duplication. It is remarkable that mutant
substitutions have occurred at practically the same average rate in two
separate lineages that have evolved independently for nearly half a billion
years. For these comparisons, the rate of amino acid substitutions turns out
to be about 0.81 x 1072 if we use equation (4.4) (Poisson correction) or

Table 4.6. The minimum number of nucleotide base substi-
tutions (‘mutational steps’) required to convert one amino acid
to another. For example, to change from threonine to valine,
at least two changes, A— G in the first position and C— U in
the second position of the codon, are required
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0.96 x 1072 if we apply equation (4.8) (Dayhoff correction) assuming that
the a—f duplication occurred about 5 x 10® years ago. Since the com-
parisons are remote, it is possible that the Dayhoff correction is more
appropriate than Poisson correction for them. At any rate, these estimates
of amino acid substitutions roughly agree with 0.9 x 1072, the rate which
we obtained in the previous subsection by comparing the o hemoglobin
sequences among vertebrates. Similar comparisons of the « and B chains
can be made for other animals, such as a-2 vs. f in chicken and « vs. f in the
platypus, giving very similar results,

These observations show that the rate of molecular evolution in terms of
mutant substitutions is constant per year, and, surprisingly, this does not
seem to depend on such factors as generation time, living conditions, and
the population size. As pointed out in the previous chapter, for selectively
neutral mutants, the rate of evolution in terms of mutant substitutions is
equal to the mutation rate per gamete, and it is independent of the
population size (see equation 3.20). Thus the observed constancy can be
explained most easily by assuming that the majority of amino acid
substitutions is caused by random fixation of selectively neutral mutations,
and that the rate of occurrence per gamete of neutral mutations is constant
per year. In this connection, I pointed out earlier (Kimura, 1969a) that if
hemoglobins and other molecules of ‘living fossils’ are shown to have
undergone as many DNA base (and therefore amino acid) substitutions as
corresponding genes (proteins) in more rapidly evolving species, this
supports my neutral theory.

Recently, the amino acid sequences of the § chain and the « chain of the
principal hemoglobin of the Port Jackson shark have been determined
(Fisher et al., 1977). According to Romer (1968), this shark is a relict
survivor of a type of ancestral shark which had numerous representatives in
the late Paleozoic days, notably in the Carboniferous period (270-350
million years ago). So, this shark is well entitled to be called a living fossil.
The right-most column of Table 4.5 lists the result of comparison between
the « and f chains of the Port Jackson shark. If we compare this with the
corresponding result for the human, it isclear that the genes coding for the &
and f chains in the shark have diverged to roughly the same extent (or
slightly more) as have the corresponding two genes in man, by accumulat-
ing random mutations since the origin of the x and f chains by
duplication.

Another example of a living fossil is the opossum. To test my prediction
on the rate of molecular evolution in living fossils, Stenzel (1974) sequenced
the « chain of this animal. From his data (see Table 2 of Stenzel, 1974), it
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turns out that the a chain of the opossum evolved at the rate k,, =
1.7 x 10~? per year since it diverged from the placental mammals some 135
million years ago. Thus, Stenzel (1974) comments that ‘this result exceeds
the expectation of the neutral mutation theory’. I would like to point out
that the primary structure of the opossum hemoglobin x as sequenced by
Stenzel has quite an unusual feature. It is known (Jukes, 1971) that, in
vertebrates, amino acid positions 58 and 87 of the « hemoglobin are
invariably occupied by His (which is bound to heme), yet in the opossum,
Gin rather than His occurs at position 58. This could be called a
pathological hemoglobin in the ordinary standard. It is possible that the
opossum a hemoglobin lost some selective constraints due to unknown
causes (such as gene duplication) in the past history of its evolution, with the
result that it started to accumulate mutations at an unusually high rate. If
50, this is similar to the rapid amino acid substitutions found in guinea pig
insulin associated with the loss of the usually invariant histidine B10 (to be
discussed in the next chapter). The myoglobin sequence of the opposum is
also known (see Alignment 33 in Dayhofl, 1976), and for this molecule, there
is nothing unusual in its sequence. The rate of evolution turns out to be
k,, =0.6 x 10~ per year. As compared with the standard value, 0.9 x 10~°
for this molecule, the rate of myoglobin evolution in the opossum is slightly
low, but not by very much.

Constancy of the evolutionary rate is one of the most controversial
subjects in molecular evolution, particularly when this is interpreted in the
light of the neutral theory. In fact, the claim of constancy as well as its
neutralist interpretation have been criticized by many authors. Con-
spicuous among them is Lewontin who declares in his book The Genetic
Basis of Evolutionary Change (1974; see p. 229) that ‘the claimed “con-
stancy” is simply a confusion between an average and a constant’. He goes
on to suggest that it is like maintaining that the temperature never changes
in Chicago because the total number of degree days measured there was the
same in the last fifty years of the nineteenth century as it was in the first fifty
years of the twentieth. Earlier, Stebbins and Lewontin (1972) said that ‘the
so-called “constancy” of rates over millions of years is nothing but the law
of large numbers'. This type of criticism has become popular (see, for
example, Powell, 1975; Spiess, 1977), and was even quoted in a textbook on
evolution by Grant (1977) who dismisses my claim of the constancy of
molecular evolution as ‘elementary fallacy’.

I would like to point out that Lewontin’s criticisms only come from his
misunderstanding of the real nature of molecular evolution. Take for
example, the hemoglobin « chain. As we have seen already, one amino acid
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substitution occurs on the average roughly every seven million years along
a lineage. Itisclear that in order to get a meaningful estimate of the intrinsic
evolutionary rate we must observe at least several million years, preferably
much longer. The situation is somewhat similar to an accident statistics in
actuarial science. In such a situation, ‘the law of small numbers' (the
Poisson law) rather than the law of large numbers is appropriate. What is
really important, however, is that comparisons involve two or more distinct
lineages, such asshown in Fig. 4.2, 44 and 4.5 or Tables 4.3 and 44, and we
are trying to estimate the intrinsic rates of evolution in different lineages to
make comparisons. Just as death rates do not become equal between man
and an insect by merely averaging over a long period or a large number of
individuals, there is no reason to expect that two averages converge toward
each other unless their intrinsic parameters are the same. My point is that
the intrinsic evolutionary rates are essentially determined by the structure
and function of the molecules but not by environmental conditions.

In discussing the present problem, we must make clear the distinction
between the observed evolutionary rate and the intrinsic parameter
underlying it. Let us consider a gene coding for the 2 hemoglobin and see
how mutant substitutions causing amino acid changes proceed in the
course of evolution in a mammalian species. Il the species concerned
consists of half a million individuals per generation (N =0.5 x 10°) and if
the generation span is two years, then the total number of mutations that
will occur at this locus in the course of 7 million years in the species is 3.5
million, if we assume the mutation rate per generation per gamete of 10~ 5.
Note that, of these 3.5 million mutations, only one succeeds in becoming
fixed in the species. Admittedly, there are number of recurrent mutations,
and also not all mutations are selectively neutral, but these are not
important to the issue.

As soon as we realize this, and regard the process of amino acid
substitutions as stochastic, it should not be difficult to understand that the
intrinsic parameter of the rate of substitution and the observed frequency of
substitutions are two different things. The number of observed sub-
stitutions during a certain period, say an interval of 10 million years, must
fluctuate greatly as we go down the long history of the evolution of
mammals, but this does not necessarily mean that the intrinsic rate of
evolution itself fluctuates. In some period, no substitution may occur, and
in another period of the same length two or more substitutions may occur
by chance. This may be compared with a sequence of trials each of which
consists of throwing 20 coins at random. The event of all 20 coins showing
face up simultaneously occurs roughly once every one million trials,
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although the intrinsic probability of occurrence of such an event remains
the same all the time.

That the molecular evolutionary rate is constant (or nearly constant) in
physical time (years) was referred to as ‘existence of molecular evolutionary
clock’ by Zuckerkandl and Pauling (1965). Since then the term molecular
clock has been very popular in the field of molecular evolution.

Enthusiastic support for the concept was expressed by Wilson et al.
(1977) who wrote that ‘the discovery of the evolutionary clock stands out as
the most significant result of research in molecular evolution”. On the other
hand, these authors do not consider the neutralist-selectionist controversy
very important as the basis of the clock. Referring to the controversy, they
say that although some workers regard the resolution of the problem as the
major one confronting molecular evolutionists, *we disagree’. They are
interested in the clock itsell and in using it to establish evolutionary
mileposts, not its mechanics. By the way, Fitch and Langley (1976) write
that ‘the clock is erratic from moment to moment but satisfactory if enough
substantial ticks are counted’. It seems to me that they share the same
fallacy as Lewontin in claiming that ‘two mean value estimates can be
equally good’ if the sample is large.

The constancy of the evolutionary rate in terms of amino acid
substitutions is a scientific hypothesis, and to agree or disagree one has to
resort to observational facts and their statistical analysis rather than to
rhetorical arguments. This was why we investigated (Ohta and Kimura,
1971Db) the variance of evolutionary rates among lines. We obtained a result
suggesting that the observed variance is slightly larger than the variance
theoretically expected, if the variation is due to pure chance. More
elaborate statistical analyses were carried out by Langley and Fitch (1974),
Using a maximum likelihood procedure, and incorporating the assumption
of minimum evolution, they analysed the variation of evolutionary rates
among the branches of a phylogenetic tree involving simultaneously the
evolution of the  and f# hemoglobins, cytochrome c, and fibrinopeptide A.
They found that the variation of evolutionary rates among branches
(‘among legs over proteins’) is significantly higher than expected by pure
chance, with a x? value about twice its degrees of freedom. Since the
expected value of ¢? is equal to its degrees of freedom, their results mean
that variation of evolutionary rate in terms of mutant substitutions among
lines is about twice as large as that expected from chance. Then they use this
result to emphasize non-constancy of the molecular evolutionary rate and
conclude that ‘a large proportion of the observed substitutions were
selectively fixed and can be expected to reflect environmental changes.
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There is no reason to expect relative rates of selective substitution to be
constant in time or among lines of descent.’ In other words, they reject
neutral mutations as the major cause of substitutions. At the same time,
however, they showed that when the estimated numbers of mutant
substitutions are plotted against the corresponding geological dates, they
are beautifully on a straight line (similar to our Fig. 4.4). This suggests
uniformity of the evolutionary rates. The only exceptions are three
observed points for primates. In my opinion, emphasizing local fluctuations
as evidence against the neutral theory, while neglecting to inquire why the
overall rate is intrinsically so regular or constant is picayunish. It is a classic
case of ‘not seeing the forest for the trees’. The remarkable constancy of
evolutionary rates per year at the molecular level has also been shown by
Wilson and his group using an immunological method involving albumin
over a wide range of vertebrate species (see Wilson et al., 1977).

An exaggerated claim of non-constancy was made by Goodman et al.
(1974, 1975) in their study of globin evolution. They maintain that the
mutant substitutions occurred at a very high rate in the early stage of globin
evolution particularly soon after duplication to form myoglobin, x and §
hemoglobins, and that this was followed by a markedly decreased rate from
the amniote ancestor to the present for the last 300 million years. According
to Goodman et al. (1975), from 500 million to 400 million years ago the
genes descending from ‘the basal vertebrate through the haemoglobin-
myoglobin and f-a ancestors to the teleost-tetrapod « ancestor evolved at
the rate of 109 NRY%’ where NR% means the number of nucleotide
replacements per 100 codons per 10°® years. This corresponds to k,, =
10.9 x 10~? per amino acid per year in the terminology of this book, and it
is some 10 times higher than our estimate of 10™° per amino acid site
per year. On the other hand, for the last 300 million years, the rate
estimated by them is only ISNRY (ie. k,, = 1.5 x 10~?) which is not very
different from k,, = 1.12 x 10~ ? that we obtained by comparing a chains
among several mammals. Together with their specious explanation that
when new functions emerged in duplicated globin genes rapid mutant
substitutions occurred by positive Darwinian selection, Goodman et al.'s
(1975) claim of non-constancy has been quoted widely as a piece of
evidence against the neutral theory (see, for example, Vogel and Motulsky,
1979).

If we examine carefully the data used by Goodman et al. (1974, 1975), we
find that their estimate of the high evolutionary rate (109 NR%,) essentially
comes from their assumption that the gene duplication, leading to lamprey
globin on the one hand and the ancestral globin on the other which
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produced myoglobin as well as « and J globins, occurred 500 million years
ago (let us call this point a on the phylogenetic tree; see Fig. 1 of Goodman
et al., 1975). They also assume that this was followed by myoglobin vs. -
hemoglobin divergence about 30 million years later (call this point b). In
addition, they assume that the duplication which produced the « and g
hemoglobins occurred about 425 million years ago (call this point ¢) and
that the ancestor of carp # and chicken « diverged 400 million yearsago (call
this point d). They allocate 50 mutations between point a and b, 58
mutations between b and ¢, and 51 mutations between ¢ and d. In other
words, for the time span of 100 million years (i.e. between points a and b),
they assume the establishment of two gene duplications and allocate a total
of 159 mutations (among about 145 amino acid sites).

Their choice of gene-duplication points in time entails some problems, of
which the most serious is their assumption that the duplication responsible
for the myoglobin vs. hemoglobin divergence occurred about 470 million
years ago (point b) after the ancestor of jawed fishes diverged from the
ancestor of lamprey. In other words, they assume that the history of
myoglobin is younger than that of the jawless fish (agnatha).

It is much more likely that the gene duplication that had led to the
lamprey (Petromyzon marinus) globin whose sequence was used in their
analysis and the ancestral molecule from which myoglobin and x— globins
had descended is much older than they postulate. In other words, it is likely
that the duplicated globin genes already existed in the ancestral agnatha
that appeared 500 million years ago (point a). According to Hendrickson
and Love (1971) the lamprey globin that has been sequenced is only one of
six hemoglobins present in P. marinus blood, namely, hemoglobin V, which
is the most prevalent of the six hemoglobins. This suggests that gene
duplication occurs rather frequently in evolution. Much more important is
the recent finding by Romero-Herrera et al. (1979) showing that true
myoglobin exists in the red muscle of the heart in the lamprey. Although the
amino acid sequence is yet to be determined, this finding completely
invalidates Goodman et al.’s assumption that myoglobin originated only
some 470 million years ago after the jawed-fish diverged from the agnatha,
and that therefore myoglobin is newer than Hb V of the lamprey. In this
respect, Hunt er al. (1978) is much more judicious in placing the lamprey
globin branch on the opposite side of the phylogenetic tree from the other
vertebrate globins, stating that the gene duplication responsible for
myoglobin and lamprey globin must have occurred ata very ancient time.
(In Hunt et al. s figure this duplication point is depicted as being one billion
or so years old). They also place the divergence point of ¢ and j globins
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approximately 500 million years ago, which is a much more appropriate
choice than that of Goodman et al. who place it about 425 million years
ago.

Goodman (1978) as well as Goodman et al. (1974, 1975) also criticize my
claim of the constancy by saying that I failed to consider multiple mutations
in my estimation procedure, writing as if their method is much superior to
the method I use. So, let us examine this aspect of their work. Their method
consists of first estimating the number of mutant substitutions using the
principle of ‘maximum parsimony’ and then modifying the estimate,
sometimes in enormous amount by their ‘augmentation procedure’. Take,
for example, evolutionary change of the = hemoglobin along the two
lineages, one leading to the carp and the other leading to man from their
common ancestor some 400 million years back. According to Goodman
et al.(1974) the number of mutations accumulated along the lineage leading
to the carp amounts to 64, while the corresponding number accumulated
along the lineage to man amounts to 56, both being estimated by the
maximum parsimony method as ‘A-solution’ values (see their Figure 2).
These two numbers certainly do not show that the intrinsic rates of mutant
substitutions are significantly different in these two lineages. Then, they
modify these values by augmenting 48 mutations to the lineage leading to
the carp and 33 mutations to the lineage leading to man. So the final
estimates of mutant substitutions turn out to be 112 and 89 respectively for
these two lineages (see Figure 6 of Goodman et al., 1974). Although no
statistical errors are available regarding these estimates, presumably, they
are very large, and the difference between these two values can not be
statistically significant. This can be seen clearly by the fact that in another
paper published next year (Goodman et al., 1975), they allocate respectively
109 and 105 mutations to these two lineages (see their Figure 1) instead of
112 and 89 as mentioned above. That their augmentation procedure itself
contains serious statistical problems has been pointed out by Tateno and
Nei (1978) and also by Fitch (1980). In addition, it is likely that the
maximum parsimony method used by them is inherently error-ridden, for
there is no guarantee that evolution proceeds through the shortest path.

According to Goodman et al. (1974), their maximum parsimony method
can often distinguish between different codons for the same amino acid and
this discriminating power increases its utility in reconstructing phylogeny
(see page 4 of Goodman et al., 1974). They have published extensive globin
codon sequences (in terms of the RNA code) which they determined by this
method. So, it is of interest to check if their determinations are valid now
that the actual nucleotide sequence has become available for a few globin
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genes, thanks to the new technology of amplifying gene copies in a bacterial
plasmid followed by rapid DNA sequencing using the Maxam-Gilbert
method. Recently, the sequence of rabbit z-globin messenger RNA (mRNA)
has been determined by Heindell ez al. (1978) using this procedure. This
allows us to examine the corresponding maximum parsimony codon
sequence determined by Goodman et al. (1974).

It turns out that, of 51 codons predicted by Goodman er al. for rabbit a-
globin (see Table 4 of their 1974 paper), 44 are simply wrong and only the
remaining 7 codons are correct (Kimura, 1981a). In other words, only 14%
of the maximum parsimony codons have turned out to be correct. This
poor performance is surprising because most of the indeterminancy isat the
third position of the codon and even random assignment of one of four
nucleotide bases to this position can achieve 25% fit on the average. A
similar examination can be made for the maximum parsimony f-globin
codon sequence of man (see Table 5 of Goodman et al., 1974), since the
entire sequence of human f-globin mRNA has been determined by Marotta
et al. (1977). In this case, it turns out that about half of the maximum
parsimony codons are wrong, the worst error being the assignment of AGU
for the serine at the amino acid position 44 where the actual codon is UCC;
none of the three letters is correct.

It might be argued that the bases given in the third position of the codons
in the numerous tables of Goodman’s 1974 paper were not intended, after
all, to be correct. As explained somewhat ambiguously in the footnote to his
Table 1, curiously U in the third position stands for either U or C, G stands
for either A or G, and sometimes these may stand for any of the four bases.
This being the case, the above criticisms of the maximum parsimony codons
lose some force, although this does not mean that Goodman’s maximum
parsimony operation is a valid one. In fact, the fallacy of maximum
parsimony codons has been revealed in a dramatic way by a recent study of
Holmaquist (1979). Previously. Tateno and Nei (1978) used a computer to
perform Monte Carlo experiments of molecular evolution, simulating the
process of divergence of nucleotide sequences by randomly accumulating
mutational changes (each hypothetical sequence comprised 300 nuc-
leotides, corresponding to 100 codons, the first half of which were assumed
to be variable and the remaining half constant). Starting from a common
ancestor A, a phylogenetic tree involving twenty-one contemporary
sequences was produced. What is important is that, in these simulation
experiments, unlike the evolutionary processes in nature, the exact
topology, the numbers of accumulated nucleotide substitutions in each
branch of the phylogenetic tree, and also, all the ancestral sequences at the
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branch points are known. Holmquist obtained the data for these simulation
experiments from Nei and Tateno, and sent the twenty-one contemporary
sequences (after being translated into protein sequences) to Goodman
asking him to obtain the maximum parsimony solution including both the
topology and reconstructed ancestral amino acid sequences (this was called
the ‘inferred topology’ solution). Holmquist also asked Goodman to
provide him with the ancestral amino acid sequence reconstructions, given
the correct topology (the solution thus obtained wasdesignated the ‘known
topology’ solution). These amino acid sequences obtained by Goodman
were then compared with the correct ancestral sequences. It turned out that
there were numerous errors in the amino acid sequences inferred by the
method of maximum parsimony. Particularly noteworthy was the high rate
at which errors accumulated as the distances of nodal sequences from the
contemporary sequences increased. For nodes 200 or more replacements
distant, the error was more than 80%, Actually, the errors are so numerous
in remote ancestral reconstructions, even when the correct topology is
supplied, that the reconstructed sequences are totally worthless (they even
contain chain terminating codons!). It is clear now that any discussion
which involves early stages of globin evolution based on maximum
parsimony reconstruction is meaningless (Kimura, 1981b).

All these results show clearly that Goodman et al. ’s (1974, 1975) work is
fraught with errors and uncertainty, and contrary to their claim, there
is no evidence that the evolutionary amino acid substitutions were very
rapid in the early stage of vertebrate globin evolution. Their claim that the
high evolutionary rate is due to positive Darwinian evolution, although
plausible sounding, has no support from molecular data. It is much more
likely, as we shall discuss in more detail later (chapter 5), that the high rate is
usually caused by removal of pre-existing functional constraint, allowing a
large fraction of previously harmful mutations to become selectively
neutral so that they become fixed by random drift. In other words, when an
exceptionally high rate is encountered in molecular evolution, we should
suspect loss of constraint rather than acquirement of new function.

These arguments of course do not mean that no adaptive mutant
substitutions occurred in the course of globin evolution whereby the
functional hemoglobin a,f, tetramer emerged from monomeric hemo-
globin (somewhat similar to Hb V of the lamprey) by gene duplication and
later differentiation. Indeed a longcourse of selective tuning must have been
involved. What I want to claim is that superimposed on such adaptive
change, a much larger number of selectively neutral or nearly neutral
substitutions have occurred by random drift in hemoglobin evolution.
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Comparative studies of nucleotide sequences

Although comparative studies of protein sequences (as treated in
the previous subsection) have been a major tool for the studies of molecular
evolution during the last 15 years or so, we are now experiencing a new
change in the type of data being obtained, with an outburst of reports on
nucleotide sequences. This is a result of the revolutionary technology of
amplifying gene copies in bacterial plasmids and then rapidly sequencing
the DNA by the Maxam-Gilbert method (Maxam and Gilbert, 1977). In
fact, during the last few years, data on nucleotide sequences of various parts
of the genome in diverse organisms have started to accumulate at an
accelerated, almost explosive rate. Before long, comparative studies of
amino acid sequences will be superseded by those of nucleotide sequences.

Already, it has become increasingly evident that the preponderance of
synonymous and other silent base substitutions is a general but remarkable
feature of molecular evolution and that this is consistent with the neutral
theory (Kimura, 1977, 1979b, 1980b, 1981c; Jukes, 1978, 1980a, b; Jukes
and King, 1979; Miyataand Yasunaga, 1980; Miyata, et al., 1980b; Nichols
and Yanofsky, 1979).

In estimating the evolutionary distances between homologous sequences
in terms of the number of base substitutions, corrections for multiple and
revertant changes at homologous sites are essential. This is because there
are only four kinds of bases in nucleotide sequences and even two random
sequences show 257, match on the average at individual sites. So we need
suitable statistical methods which incorporate such corrections in the
estimation of evolutionary distances (and, also, the evolutionary rate when
the divergence time is known).

Let us consider a pair of homologous sites in two nucleotide sequences
compared (denoted by sequences 1 and 2). In what follows we use RNA
(rather than DNA) codes so that the four bases are expressed by letters U, C,

Fig. 4.8. Divergence of two homologous sequences from a common
ancestral sequence T vears back.

Ancestral sequence

Sequence | Sequence 2
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A and G. This facilitates translating back and forth between codon (triplet)
and amino acid, when needed, using a standard code table. We investigate
how the homologous sites differentiate from each other in the course of
evolution starting from a common ancestor T years back (Fig. 4.8). At
individual sites, bases are substituted one after another in the course of
evolution. To formulate this process, we assume a model of evolutionary
base substitutions as shown in Fig 4.9. In this figure, a is the rate of
transition type substitutions, and 2f is that of transversion type sub-
stitutions, so that the total rate of substitutions per site per year is k=
2+ 2f. Note that « and f§ refer to evolutionary rates of mutant substitutions
in the species rather than the ordinary mutation rates at the level of
individuals.

The total number of base substitutions which separate two sequences
and therefore involve two branches each with length T (see Fig. 4.8) is given
by 2Tk which we denote by K.

K =2Tk=2aT + 4fT. (4.9)

In comparing homologous sites of sequences | and 2, we note that there are
twelve combinations of different bases as shown in Table 4.7. Let P be the

Table 4.7. Various types of different base pairs at homologous nucleotide
sites in two sequences compared

Type of difference

Transition type Transversion type
Sequence]l U C A G L1 P A 2 Uialy: € &
Sequence 2 e < Y < A UG € L e O SDER S+,
(Frequency) (P) Q)

Fig. 4.9. Model of evolutionary base substitutions. In this model, the
rate of transition type substitution () need not be equal to the
transversion type substitutions (f).

o
Pyrimidines ( U &—== C |
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probability (relative frequency) that, at time T, homologous sites are
occupied by UC, CU, AG or GA. In other words, P is the probability of
homologous sites showing the transition type base differences. Similarly, let
Q be the probability of homologous sites showing the transversion type
differences (Table 4.7). Then, it can be shown that P and Q satisly the
following set of differential equations (for derivation, see Kimura, 1980b).

dpP

F=2ﬁ-—4(u+ﬂ)P—2(a-—ﬁ)Q

d0 4.10)
57 = 48— 860

The solution of this set of equations which satisfies the condition P =
Q =0, at T=0, that is, the two sequences are identical at the start, is as
follows.

P=1—le 4t  le-8T
Q=—fe "
From these equations we get

A+ P)T = ~log(l =2P - Q) (4.12)

4.11)

and

8T = —log(l —2Q). (4.13)
Since the evolutionary distance in terms of the number of base substitutions
between the two sequences is given by equation (4.9), we obtain

K= ~1%log[(1-2P-Q)./1-20] (4.14)
(Kimura, 1980b). This equation may be used to estimate the evolutionary
distance between two sequences in terms of the number of base sub-
stitutions per site that have occurred in the course of evolution extending
over T years. In this equation, P =n,/n and Q =n,/n, where n, and n,
are respectively the numbers of sites at which two sequences differ from
each other with respect to transition type and transversion type sub-
stitutions, and n is the total number of sites compared.

In the special case of a=f, equations (4.11) reduce to P=Q/2=
[1—exp( — 8aT)]/4, so that (4.14) reduces to

K = —3log,(1 - $24), (4.15)

where A = P + Q = 30Q/2 is the fraction of sites for which two sequences differ
from each other. This formula is well-known (see Kimura and Ohta, 1972),
and it was first obtained by Jukes and Cantor (1969). However, in actual
situations, particularly when the third codon positions are compared, P is
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often larger than Q,and therefore the assumption of « = f or P = Q/2 is not
always realistic. This is one reason why formula (4.14) is better than (4.15).
Equation (4.14) also has a desirable property that as P and Q get small, it
converges to K = P + Q independent of  and f. The base substitution rate
per year is then given by k.. = K/(27) if the divergence time T is known,
where the subscript nuc means that the estimate refers to the rate per
nucleotide site.

Since a large fraction of substitutions at the third codon positions are
synonymous, that is, they do not cause amino acid changes, it would be of
interest to estimate the synonymous component of the substitution rate at
this position. From the standard RNA code table we note that for a given
pair of bases in the first and the second codon positions, roughly speaking
there are two situations; either the third position is completely synonymous
(four-fold degeneracy) or synonymy is restricted within purines or pyri-
midines (two-fold degeneracy). These two situations occur roughly in equal
numbers. Thus, the synonymous component of substitutions at the third
position which we denote by kg may be estimated by 0.5(z + 2f) + 0.5 or
a+ f. Let K =2Tks =2(a + )T be the synonymous component of the
distance, then, we get

Ki=—1tlog.(1-2P~-Q), (4.16)

if we apply equation (4.12).
It is desirable to have formulae for the error variance (due to sampling) of
the estimated values of K and Kj§. Let n be the number of nucleotide sites

for which the two sequences are compared with each other. Then the large
sample standard errors of K and Kj are

o =\/i;\/[(a=p +b°Q) — (aP + bQ)*] @17)

and

_ J[4P+Q— (2P + Q)]
21-2P-Q)/n
where a=1/1—2P—Q) and b= (1/2)[1/(1 =2P = Q)+ 1/(1 = 2Q)].

As an example, let us compare the nucleotide sequence of the rabbit g
globin (Efstratiadis et al., 1977) with that of chicken § globin (Richards
etal, 1979). There are 438 nucleotide sites that can be compared,
corresponding to 146 amino acid sites (codons). Among these sites, we find
that there are 38 sites for which these two sequences show transition type
differences, and 63 sites with transversion type differences. Thus, P =0.132,

Oxs (4.18)
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i
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Q = 0.144 and we obtain K = 0.348. Mammals and birds probably diverged
during the Carboniferous period (see Romer, 1968), so we tentatively take
T =300 x 10°® years. The evolutionary rate per site is then k. = K/(2T) =

28852828
f).SB x 1_0" per year. This is the overall rate per site, but it is much more i:%i%%ii
interesting to estimate separately the evolutionary rates for the three codon - ARJRTSEA

........

K
0
0.
0
0.
0,
0.
0,
0

positions. For the first position, there are 146 nucleotide sites compared,
and wefind P = 15/146 and Q = 21/146, giving K, = 0.300, where subscript
1 denotes that it refers to the first codon position. Similarly, for the second
position, we find P = 7/146 and Q = 18/146 so that K, = 0.195. Finally, for
the third position, P =36/146 and Q =24/146, and we get K, =0.635,
which is much higher than the corresponding estimates for the first and

t, second and third positions of codons, while K

stands for the estimated number of substitutions due to synonymous changes at the third position. Estimated values of these

parameters together with their standard errors are listed

ooo o =
second positions. We can also estimate the synonymous component of the A g ;..:'; g;; g ;'
evolutionary distance per third codon position. From equation (4.16), this M|lcococsasas
turns out to be K’ =0.535.

In Table 4.8, results of similar calculations are listed for various
comparisons involving the human f (Marotta et al., 1977), the mouse
(Konkel et al., 1978) and rabbit « globin sequences (Heindell et al., 1978),in
addition to the chicken and rabbit f-globin sequences. Except for the last 33538883
two comparisons involving the abnormal, globin-like «-3 gene (Nishioka HAHH HHHHH
et al., 1980), the table suggests that the relationship K, < K, < K, holds g |2382%588

generally; the evolutionary mutant substitutions are most rapid at the third
position, and this is followed by the first position, and then the second
position, where the substitutions are the slowest. This can readily be
interpreted by the neutral theory as follows. Among the three codon
positions, base substitutions at the second positions tend to produce more
drastic changes in the physico-chemical properties of amino acids than
those at the first positions. Take for example the codon for Pro. The code
table shows (see Table 2.1) that it is CCN, where N is any one of four bases.
Substitutions of U, A and G, for base C at the first position, lead respectively
to Ser, Thr and Ala. In terms of Miyata’s distance (based on polarity and
volume differences between an amino acid pair; see Miyata er al., 1979),
they are .56, 0.87 and 0.06 units apart from Pro, with the average distance

05
04
02
04
09
03
06
04

1640
1240
270
1640

Evolutionary distances per nucleotide site

06+ 0

K

0.

0.

0.

0.

0.54 £ 0
0.

0.

0

Table 4.8. Evolutionary distances in terms of the number of base substitutions estimated for several comparisons of globin

sequences, K, K,, and Ky denote the number of base substitutions at the firs

of about 0.5. On the other hand, the corresponding average distance QUqm - '3
resulting from substitutions for C at the second position of the codon turns § 83 E:‘ ; 5 g
out to be about 2.5, g%‘ﬂogooz

This means that mutational changes at the first position have a higher 4 ‘; E ﬂ =2 P
chance of not being harmful (i.e. selectively neutral or equivalent) than g ““;“;E 55
those at the second position, and therefore, have a higher chance of being g §5zz ;: ;.; g
fixed in the species by random drift (Kimura and Ohta, 1974). This type of 5 Z EESS23 3
reasoning applies more forcibly to the third position (as compared with the T2
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first and the second positions), since a majority of mutational changes at
this position do not cause amino acid changes.

As an index for the relative frequencies of synonymous and amino acid-
altering substitutions, we may take the ratio K5 : 4K, + K,). Thisis 4.17 for
the human S-rabbit f comparison (T =8 x 107 years), 2.16 for the chicken
p-rabbit  comparison (T = 3 x 10® years) but only 1.41 for the rabbit a-
rabbit f comparison (T =5 x 10® years). Perier et al. (1980) claims, based
on similar analysis of preproinsulin and globin evolution, that initially the
silent sites accumulate changes some seven times more rapidly than
replacement sites (Le. amino acid altering changes), but that accumulation
saturates at 83— 100 million years. Such a “saturation’ phenomenon of silent
substitutions is probably an artefact (they are more apparent than real),
coming from difficulty of detecting all the synonymous substitutions, as
more and more of them accumulate in the codons. One reason why |
suspect this is that the higher rates are obtained from more recent
comparisons (such as between mammals), and that because the evolution
proceeds from the remote past toward the more recent past, but not in the
reverse direction, the ‘saturation’ phenomenon can only be superficial. If
evolutionary change really decreased, the more recent comparisons should
show slower changes, but what is observed is the other way round.
Furthermore, as compared with the first and the second positions, the third
position shows marked deviation of the base composition from equality
(e.g. G36%, C30%, U27%, A7% in human f) and this complicates the
problem of estimation for a very large value of T. For additional discussion
on the estimation of synonymous substitution at position 3 of codons
readers may refer to Kimura (1981c).

Much more fascinating are the last two comparisons in Table 4.8 which
involve the globin-like -3 gene recently sequenced in the mouse (Nishioka
etal, 1980). This gene completely lacks two intervening sequences
normally present in all the « and f globin genes, and it does not encode
globin. In other words, it is inactive in the production of stable mRNA.
However, from a comparison of this sequence with the normal, adult mouse
o globin (z-1) and the rabbit « globin nucleotide sequences, it is evident that
this gene evolved from a normal ancestral « globin gene through
duplication and subsequent loss of its intervening sequences. This must
have occurred after the mouse and the rabbit diverged from their common
ancestor some 80 million years ago. This « globin-like gene acquired in its
coding region a number of insertions and deletions of nucleotides. In
making sequence comparisons, therefore, | chose only those codons of the
-3 gene which do not contain such changes and which are either identical
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with or differ only through base substitutions from the corresponding
(homologous) codons of the mouse «-1 and the rabbit « genes.

As seen from the last three lines of Table 4.8, this ‘dead gene’ (x-3) evolved
at a much faster rate than its normal counterpart (mouse -1 gene),
particularly with respect to the first and the second codon positions. This is
easy to understand from the neutral theory. Under a normal situation, each
gene is subject to a selective constraint coming from the requirement that
the protein which it produces must function normally. Evolutionary
changes are restricted within sucha set of base substitutions. However, once
a gene is freed from this constraint, asis the case for this globin-like -3 gene,
practically all the base substitutions in it become indifferent to Darwinian
fitness, and the rate of base substitutions should approach the upper limit
set by the mutation rate (this hoids only if the neutral theory is valid, but not
if the majority of base substitutions are driven by positive selection). If the
rates of synonymous substitutions are not very far from this limit (Kimura,
1977) we may expect that the rates of evolution of a ‘dead gene’ are roughly
equal to those of synonymous substitutions. Recently Miyata and
Yasunaga (1981) computed the evolutionary rate of a mouse pseudo alpha
globin gene (Ya 30.5) which was sequenced by Vanin et al.(1980) and which
appears to be essentially equivalent to the a-3 gene. They also obtained a
result supporting this prediction.

In addition to coding regions, it would be interesting to estimate base
substitution rates in non-coding regions such as introns. 1 use data
presented by van Ooyen et al (1979) who investigated the similarity
between the nucleotide sequences of rabbit and mouse f-globin genes. They
list (see their Table 2) separately the numbers of ‘transition’ and ‘transver-
sion’ type differences between the homologous parts of these sequences. For
the small introns, excluding five gaps that amount to six nucleotides,
P=27/113,0 = 18/113 and n= 113. Using equations (4.14) and (4.17), we get
K =0.60 + 0.12. This is not significantly different from the substitution rate
at the third position K, =043 +0.07. The large introns of- rabbit and
mouse f# globin genes differ considerably in length, being separated from
each other by fourteen gaps (determined by optimization of alignment of
the sequences) which amount to 109 nucleotides. Excluding these parts,
P=113/557and Q = 179/557, from which we get K = 0.90 + 0.07. This value
is significantly larger than K. It is likely, as pointed out by van Qoyen et al.,
that insertions and deletions occur rather frequently in this part in addition
to point mutations, and that they inflate the estimated value of the
‘nucleotide substitution rate’, since a majority of these changes may also be
selectively neutral and subject to random fixation by genetic drift.
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Some features of molecular evolution

There are several features which distinguish molecular evolution from
phenotypic evolution. These features may be summarized in the form of five
principles (Kimura and Ohta, 1974) as follows; the first four principles are
empirical, while the last one is theoretical and helps us to understand the
nature of ‘selectively neutral mutations’.

(i) Foreach protein, the rate of evolution in terms of amino acid substitutions
is approximately constant per year per site for various lines, as long as the
Junction and tertiary structure of the molecule remain essentially unaltered.

This is the rate-constancy hypothesis which Zuckerkandl and Pauling
(1965) called the ‘molecular evolutionary clock’. This is one of the most
controversial subjects in molecular evolution. Particularly, it has been
debated in relation to the date of human—ape divergence (see Wilson et al,
1977), and to evidence for and against the neutral theory. I have already
discussed extensively the problems relating to the constancy of molecular
evolutionary rates in chapter 4, so [ shall not repeat the same material here.
Suffice it to say that the evidence is good in globins among mammals,
although the observed variance of evolutionary rates among lines is slightly
larger than what is expected by chance, There is also rough constancy of the
evolutionary rates in cytochrome ¢ and fibrinopeptides (Dickerson, 1971)
although each has a different rate from that of globins (see also Table 4.1).
Recently, Dayhoff (1978) has presented an extensive list of ‘rates of
mutation acceptance’, that is, evolutionary rates in terms of mutant
substitutions, in diverse protein families from which a reasonable estimate
can be made. She states that although there is a factor of almost 400
between the fastest changing families and the slowest histone, the rate of
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change of proteins within a family seldom varies by more than a factor of
two or three, particularly when the proteins fill the same functional niche in
different organisms. One could perhaps say that the general success of
constructing consistent phylogenetic trees through comparative studies of
protein and nucleotide sequences speaks for the validity of the rate-
constancy hypothesis.

This does not mean that the hypothesis is absolutely valid. In fact, some
cases are reported for which the hypothesis does not appear to hold very
well. For example, according to Matsubara et al. (1978) the molecular
evolution of chloroplast-type ferredoxin among plants occurred rather
rapidly in angiosperms but rather slowly in blue-green algae. However, they
are cautious enough to point out that the time of divergence of angiosper-
mae is still obscure and that these observations might suggest the
polyphyletic origin of angiospermae. Jukes and Holmquist (1972) report
that rattlesnake cytochrome ¢ has evolved three or four times as rapidly as
turtle cytochrome c. A more systematic attempl to examine rate constancy
has recently been made by Sneath (1980) who called attention to the
importance of distinguishing the rate of observed occurrences from the
‘implied underlying rate’. He examined the coefficients of variation of
underlying rates using data from cytochrome ¢, globin, fibrinopeptide,
pancreatic ribonuclease and snake toxin, and obtained results suggesting
that underlying rates are remarkably constant except for cytochrome c,
although he admits that there are uncertainties in measures of evolutionary
rate.

Wilson et al. (1977) attempted to test whether the generation-time
hypothesis is valid, that is, if the evolutionary rate is primarily dependent on
the number of generations since divergence and only secondarily dependent
on absolute time. Using adozen molecules, they compared the evolutionary
rate in mammals which have a short generation time with the rate in
mammals having a long generation time. It turned out that none of the
observed values falls exclusively within the range predicted by the
generation-time hypothesis. On the other hand, observed values are
consistent with the assumption that the rate depends on the absolute time
(years). Whether the rate can be extrapolated validly from higher animals
down to bacteria based on the rate-constancy hypothesis is debatable and
even doubted, but the apparent success of constructing a consistent
phylogenetic tree encompassing all the kingdoms of living organisms using
58 ribosomal RNA (Hori and Osawa, 1979) suggests that even here the
hypothesis is not totally invalid. The observation that the rate of evolution
in terms of mutant substitutions for a given molecule (say hemoglobin « in
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mammals) is constant per year, completely independent of living conditions
and the organism's way of life, and apparently independent of generation
span can be explained much more easily by the neutral theory than by the
selectionist theory. It is not necessary that the evolutionary rate be
absolutely constant (without exception) for the neutral theory to be valid,
although exceptional cases have to be explained based on the neutral
theory if the theory is valid.

As shown in chapter 4, under the neutral theory we have k=v
{equation 3.20), that is, the rate of evolution is equal to the mutation rate for
neutral alleles. Taking into account the fact that a certain fraction of
mutations may be deleterious, this equation can also be expressed as

k=vy=vrf4, (5.1)
where ¢, is the total mutation rate and j; is the fraction of neutral
mutations. Note that the existence of deleterious mutations does not
contradict the neutral theory, since they make no contribution to adaptive
evolutionary change. We then assume, to explain the observation, that the
rate of neutral mutation isconstant per year for a given molecule. Definitely
ad vantageous mutants may also occur but we assume that they are too rare
to be of any significance in the ordinary observation of the rate of molecular
evolution.

On the other hand, if the mutant substitutions are driven by positive
natural selection, we have k = 4N sv(equation 3.22), that is, the rate is equal
to four times the product of effective population size (N ), the mutation rate
(v) for definitely advantageous alleles and the selection coefficient (s)
representing their advantage. If we take into account the possibility that
deleterious mutants occur in addition, the selectionist equation which
corresponds to (5.1) becomes

k=4N 8,01 f4, (5.2)
where vy is the total mutation rate, f, is the fraction of definitely
advantageous mutants and §, is the average selection coefficient of such
mutants, Note that N §, must be much larger than unity; otherwise they
behave more like selectively neutral mutants than selectively advan-
tageous mutants. Here we neglect selectively neutral or nearly neutral
mutations, for they do not contribute significantly to evolutionary mutant
substitutions from the selectionist standpoint. Then, in order to explain the
observed constancy of the evolutionary rate, we must assume that the
product N, §,vyf, 18 kept constant among diverse lineages for a given
protein. In other words, a highly complicated and arbitrary set of
assumptions must be invoked regarding mutation, gene interaction and
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ecological conditions, as well as population size, in order to explain the
approximate constancy per year from the selectionist (or the neo-
Darwinian) viewpoint. On the other hand the neutral hypothesis requires
only one ad hoc assumption, namely that f,, increases with the length of the
reproductive generation time, This is not unreasonable when we realize
that larger organisms with longer life cycles tend to have smaller popu-
lations; hence, a larger fraction of mutants would be expected to be
selectively neutral. We shall discuss this problem more in detail later (see,
section 8.7). Note that this problem does not arise when we compare two
organisms having the same generation span but living in totally different
environments.

One important point which is often overlooked is the effect of population
size; it is rather common to find the statement (see for example Perier et al.,
1980, p. 561) that the constancy in the evolutionary rate of mutant fixation
can be explained by constancy in the ‘rate of selection’. Such a statement is
clearly not valid. If evolution is the result of the gradual accumulation of
rare, advantageous mutations, such mutants should appear in vastly
greater numbers in a large population than in a small one, so that evolution
is much more rapid in the former,

Unlike phenotypic evolution for which no detailed knowledge about
underlying genetic change is available, we can go much deeper in the case of
molecular evolution, to analyse the process of genetic change involved.

It is well known that the majority of evolutionary amino acid sub-
stitutions and also the hemoglobin variants found in human populations
can be interpreted as due to single base substitutions (see for example, Vogel
and Motulsky, 1979). In globins, as we have seen already, amino acid
substitutions occur at the rate of about 10~ per amino acid site per year.
This means that, roughly speaking, in the a chain consisting of 141 amino
acids, one substitution occurs on the average every 7 million years.
Consider a mammalian species with an average generation span (g) of two
years and comprising half a million individuals each generation (its effective
size may be much smaller). Let us suppose that the mutation rate (v) per
generation of « globin is 107%, We restrict our consideration only to those
mutations that cause amino acid changes. During 7 million years, the total
number of  globin mutations which occur in the species is then 2Nv x
Tx10%g=2x(0.5%10% % 1078 x 7 x 10%/2=135% 105 Thus, 3.5
million mutations occur, among which only one becomes fixed. Not all of
them are unique.

Let us inquire how often the same x-globin mutations recurred during
this period. For this purpose we consider the total number of alleles at this
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locus that can be generated through single base substitutions. Although
each amino acid site (codon) can be occupied by one of 20 different amino
acids, the number generated per codon through single base substitutions is
somewhat less than 19. In fact, the appropriate number of different amino
acids is about 6.5. This is shown as follows. Consider base substitutions
separately at individual nucleotide sites within a codon. At the first and also
at the second positions, a base substitution leads to adifferent amino acid in
the majority of cases, so with respect to these two positions, the possible
number of different amino acids produced is 3+ 3 or 6. At the third
position, roughly speaking two cases occur in equal frequencies. When the
codon is four-fold degenerate (as in Val), no change occurs, but when it is
two-fold degenerate a base substitution can produce a different amino acid
(suchas Asp vs. Glu when the codon is GAN). On the average, therefore, the
number of different amino acids which are generated at the third position is
0.5. This gives, as the total number of different amino acids generated per
codon through single base substitutions, 3 + 3 + 0.5 or 6.5. For the a-globin
as a whole, the approximate number of possible alleles that can be
generated through single base substitutions is 6.5 x 141 or 916.5.

Taking 1000 as the possible number of a-globin alleles in order to
continue our rough calculation and dividing 3.5 million mutations by 1000,
we find that the same mutant allele occurred 3500 times during 7 million
years. Il any one of these 1000 alleles had had a significant selective
advantage, it would have been fixed in the species without the necessity for
such repeated occurrence. As explained in chapter 3, if a mutant has a
selective ad vantage s, the probability of its fixation isu = 2sN /N, where we
assume 4N _s > | (see equation 3.19). Suppose that the effective size is half of
the actual size (N_ = N/2), in which case we have u = 5. Then the probability
that all the mutations were lost (i.c. unsuccessful) until the 3500th one with
respect to this allele is e~ **%%*_ This probability must be fairly high, for such
a pattern is commonly observed in globin evolution.

So, let us take this probability as 0.5, so that ¢ **%% =0.5. This gives
s=2x 107% If the number of different advantageous alleles is m, then this
value of s has to be divided by m. A similar estimate of §, can be obtained if
we equate the reciprocal of k or 4N v f,5, to 7 x 10° assuming 4N, = 10,
vy=10"% and f, =m/1000. Such a small selective advantage, even if it
exists, will never be measurable in practice. The story is much more simple
and straightforward from the standpoint of the neutral theory; the
mutation rate for neutral alleles per generation is 141 x 107% or vy =
1.4 x 1077 which is roughly 1/7 of the total mutation rate assumed, i.c.
vy = 1075, the rest of the mutations being deleterious.
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Before we proceed, 1 would like to discuss briefly the claim that
hemoglobins from different mammals are not physiologically equivalent
and that differences reflect adaptations of animals to their environments.
For example, Tomita and Riggs (1971) report that mouse hemoglobin has
the largest Bohr effect and elephant hemoglobin the smallest, with human
hemoglobin occupying an intermediate position (although its difference
from mouse hemoglobin appears to be rather small). Here, Bohr-effect
means that when partial pressure of carbon dioxide increases or pH is
lowered, the hemoglobin molecules tend to release oxygen even if oxygen
partial pressure remains the same. It is expected that the smaller the
mammal the larger the metabolic rate. Therefore, they claim that the
observed relationship between the body weight and the Bohr effect must be
adaptive and that this does not support the neutral theory. I cannot deny
their claim, but I think it probable that such adaptive substitutions, if real,
constitute a small fraction of the total amino acid substitutions in evolution.
There must be at least a few thousand living species of mammals. It is rather
difficult to believe that each of the globin molecules in a different species has
special qualities that fit it exactly to the needs of the species, and that these
needs must therefore be different from the exact needs of all other species for
oxygen transport in the blood.

(i) Functionally less important molecules or parts of molecules evolve (in
terms of mutant substitutions) faster than more important ones.

(i) Those mutant substitutions that are less disruptive to the existing
structure and function of a molecule (conservative substitutions) occur more
frequently in evolution than more disruptive ones.

These two principles have very important bearings on the neutral theory of
molecular evolution, so [ shall elaborate them further in chapter 7. Here |
only point out that they have very simple interpretations from the
standpoint of the neutral theory: the probability of a mutation not being
harmful and therefore selectively neutral is larger if the mutation occurs in a
functionally less important molecule or a part of a molecule, and thus has a
higher chance of being fixed in the population by random genetic drift. This
probability is also higher if the mutation is ‘conservative’, that is, if it has a
less drastic effect One of the most extreme situations is a synonymous
substitution which occurs predominantly at the third codon position.
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(iv) Gene duplication must always precede the emergence of a gene having a
new function,

The importance of gene duplication in evolution was noted earlier by the
great Drosophila workers of the Morgan school. The crucial point pertinent
here is that the existence of two copies of the same gene enables one of the
copies to accumulate mutations and to eventually emerge as a new gene,
while the other copy retains the old function required by the species for
survival through the transitional period. Shielded by the normal counter-
part in the corresponding site of the duplicated DNA segment, mutations
that would have been rejected before duplication can now accumulate, and
through their accumulation, the stage is set for the emergence of a new gene.

The creative role which gene duplication plays in evolution has been
much clarified by Ohno (1970) in his stimulating book, in which he
considers new evidence based on modern molecular, cytological and
paleontological researches. Previously, he proposed the bold hypothesis
that our vertebrate ancestors during the fish stages went through probably
two rounds of tetraploidization before coming on land to live (Ohno et al.,
1968). This occurred before a rigid chromosomal sex-determining
mechanism was established. Together with his more recent paper (Ohno,
1973), Ohno has made an important contribution to the modern evolu-
tionary theory by bringing to light the remarkably conservative nature of
mutant substitutions in evolution. Strong similarity of the X-chromosome
among mammals (‘Ohno’s Law’) can readily be explained by noting that the
X-chromosome exists in single dose in males and also effectively in single
dose in females due to random X-chromosome inactivation, and 1s
therefore exposed more to natural selection than autosomes.

During the last few years, observations showing the prevalence of
duplicated or repeated structures within the genome of higher organisms
have accumulated rapidly. Previously, we knew that the x and f chains of
hemoglobin were the products of a gene duplication. These were descended
from a single chain similar to the one found in the blood of the lamprey.
Before thisevent, hemoglobin and myoglobin diverged by gene duplication,
and after this event, the yand 6 chains were derived also by gene duplication
from the ffchain in the ancestor of humans (y is a componentof Hb A, and &
is that of fetal hemoglobin HbF). Asfar as the appearance of a new [unction
is concerned, the last major important adaptive change is the one from a
monomer to a tetramer (x,f,) which occurred about 500 million years ago.
This change enabled hemoglobin to give up its oxygen readily when pH is
lowered in the tissue, and to combine with oxygen readily when the pH is
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raised in the lungs. This new function gave animals the ability to escape
from predators or to capture prey more rapidly than the possessors of a
monomeric hemoglobin. It has been known that a normal human genome
contains at least one each of f, , ¢ and { hemoglobin genes, and that the
genes for o and y genes are duplicated (for a useful review of the genetics of
hemoglobins, see Vogel and Motulsky, 1979). The incidence of triplicated «-
globin loci in humans is reported by Goossens et al. (1980). According to
them, individuals heterozygous for the triple « loci (xet/ace) show no
consistent abnormal clinical manifestations. The triplicated a-globin loci
must have been produced by unequal crossing-over. In the BALB/c mouse,
the entire f-globin complex consists of seven linked genes (Jahn et al., 1980).

Gene duplication also produced non-functional ‘pseudogenes’.
According to a recent report by Nishioka et al. (1980), the mouse has at
least two non-functional a-genes, #-3 and «-4; «-3 lacks the two introns that
normally exist in functional globin genes, and -4 contains mutations
analogous to those in certain human pathological hemoglobin M. The a-3
sequence as determined by Nishioka et al. (1980) shows that it contains a
number of insertions and deletions as compared with the normal o sequence
and it cannot encode globin. A human a-psuedogene was recently described
(quoted from Proudfoot, 1980).

Another interesting example showing that a gene with a new function
emerged by duplication comes from the comparison of x-lactalbumin and
lysozyme. Lysozyme is an enzyme that attacks and lyses the bacterial cell
wall. It is found widely in diverse organisms. On the other hand, «-
lactalbumin is not by itself an enzyme but is a component of the lactose
synthetase system which is found only in mammary glands during
lactation. According to Dickerson and Geis (1969), the amino acid
sequences of chicken (hen egg white) lysozyme, human lysozyme and bovine
o-lactalbumin show enough similarity among them that they are clearly
descended from a common ancestor. Also, these proteins appear to have
essentially the same polypeptide chain folding, supporting the case for the
common origin. The problem is when o-lactalbumin diverged from
vertebrate lysozyme. In terms of observed amino acid differences, both
chicken and human lysozymes are almost equally distant from bovine o-
lactalbumin (d,, = 79 and 82), but these two lysozymes are much nearer to
each other (d,, = 57) as compared with their distances from a-lactalbumin.
On the other hand, it is natural to assume that the a-lactalbumin diverged
from lysozyme in the incipient mammalian line when the milk-producing
system was being developed. If the rate-constancy hypothesis is valid, one
should expect that the distance between bovine a-lactalbumin and human
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lysozyme (both being in the mammalian line) is much nearer than the
distance between bovine a-lactalbumin and chicken lysozyme (bovine—
chicken divergence being much older than the origin of the mammal),
contrary to observations. To resolve such a contradiction, Dickerson and
Geis (1969) claim that the fallacy lies in the rate-constancy hypothesis, and
that evolutionary alteration in a-lactalbumin was much more rapid than
that of lysozyme. Observed amino acid differences would suggest that the
former is at least twice as rapid. According to them, when a duplicated gene
is being altered to perform a new function, selection pressure becomes
unusually severe so that the sequence will change unusually rapidly. This
explanation has since been accepted widely, being treated as if it were an
established fact. Subsequent study by White er al. (1977), however, cast
doubt on its validity. These authors made more extensive comparisons
involving a-lactalbumins of man, guinea pig, and cow, and also com-
parisons involving lysozymes of man, rat, and baboon. They found that
evolutionary rates in these two proteins are about the same in mammals,
and they proposed an alternative interpretation that the duplication event
responsible for the origin of lactalbumin from lysozyme was more ancient
than the bird-mammal divergence. If so, the rate-constancy hypothesis is
intact.

In my opinion, the hypothesis that evolutionary mutant substitutions
occurred at a very high rate immediately after gene duplication cannot be
ruled out in some cases, but it may be explained more naturally by assuming
random fixation of slightly deleterious mutants than by invoking an
unusually high rate of adaptive mutant substitutions. The above examples
clearly show that duplication can produce a new gene with a useful
function, but also it tends to lead to the degeneration of one of the
duplicated copies. In fact, it is likely that duplications produce degenerated,
non-functional genes much more often than useful new genes as pointed out
by Net (1969) and Ohta and Kimura (1971a). This is because many
mutations (including deletions and insertion of nucleotides), which would
have been definitely deleterious before duplication, become not harmful
(neutral) or only very slightly deleterious after duplication, thus enabling
them to spread in the population by random drift (for a mathematical
treatment of this problem, see Kimura and King, 1979). What is important
is that, as first emphasized by Muller and Bridges (see Carlson, 1981),
duplications enable genes to make evolutionary experiments which have
been forbidden before, liberating them from incessant natural selection
whose overwhelming activity is ‘stabilizing’ or keeping the status quo. In
other words, gene duplications create conditions that enable random drift

5 Some features of molecular evolution 107

to operate much more prominently on mutants than was possible before
duplication. This allows fixation of mutants that are slightly deleterious for
contemporary conditions but which may have other useful effects for
adaptation to a new environment. Thus, if we take into consideration the
role of gene duplication, the neutral theory has a bearing on the problem of
progressive evolution. An apparently paradoxical statement made by Ho
and Saunders (1979) that ‘a relative lack of natural selection may be the pre-
requisite to major evolutionary ad vance’ could be understood in the light of
the neutralist paradigm.

The haploid chromosome set of a mammal contains about 500 times as
much DNA as the genome of E. coli, and this must have been a result of
repeated duplication in the course of evolution. That gene duplications
must have played a spectacular role in progressive evolution from
prokaryotes to mammals may also be seen from Dayholl’s (1978) conjecture
that the approximately 50000 proteins which are estimated to exist in
humans can be grouped into about 500 superfamilies, each containing
about 100 sequences.

We should not forget that underneath all these problems, there is the
important problem of how the duplication itsell becomes fixed in the
population in the first place. One popular argument (see for example, Ohno,
1970, p. 65) is that if a locus contains a pair of overdominant alleles, say A4,
and A,, then production of a chromosome which has two loci A, and A4, as
a result of duplication can attain permanent heterozygous advantage
without producing unfit homozygotes. Note that in this case, crossing-over
between homologous chromosomes is required. Spofford (1969) presented a
population genetical treatment to show that such a heterotic duplication
can be incorporated into a species.

However, it is possible, and indeed much more likely that intra-
chromosomal duplication leads to a chromosome segment of the form
A, A,. If such a duplication is selectively neutral or only very slightly
deleterious, it becomes fixed in the population by random genetic drift.
(Further increase to become triplicated etc, can be brought about by
unequal crossing-over between sister chromatids or out of register synapsis
and crossing-over between homologous chromatids, as in the case of the
multigene family which 1 shall discuss subsequently.) Like ordinary point
mutations, gene duplications are constantly occurring at low frequencies in
the population, and the ‘mutation pressure’ for intra-chromosomal dupli-
cation in conjunction with random drift, during the long course of
evolution, must be the main cause for the widespread occurrence of
repeated structures in the genome of higher organisms. A somewhat similar
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discussion along this line together with numerical examples are contained
in Mayo (1970).

Tetraploidization differs from intra-chromosomal duplication in that all
loci are duplicated in one step. This form of producing duplicated loci,
although common in plants, is rather rare in animals; but in [ishes
belonging to the suborder Salmonidea, such as trout and salmon, there are
autotetraploid species which have progressed toward diploidization in
various degrees (Ohno 1970). In this connection, the observations made by
Allendorf(1978) and Ferris and Whitt (1977) are particularly relevant to the
neutralist-selectionist controversy. In both salmonid and catostomid fish,
there are a number of duplicated loci in which one of the gene copies has lost
function after tetraploidization (probably due to fixation of a non-
functional ‘null’ allele which was definitely deleterious before duplication
but no longer so after duplication) and such loci amount to approximately
50%, (this is estimated to have occurred during the span of 50 million years).
Allendorf (1978) called attention to an interesting relationship which may
be expected between the level of heterozygosity and the frequency of loss of
duplicated gene expression. He points out that if the heterozygosity in
enzyme loci is maintained by balancing selection such as heterozygote
advantage (overdominance), duplicated loci tend to be maintained ina state
of ‘fixed heterozygosity' as in Spofford’s (1969) model for intra-
chromosomal duplication. This tendency should be higher if the over-
dominance is stronger, and, hence if the average heterozygosity is higher. In
other words, the higher the heterozygosity, the lower the chance that loss of
duplicated gene expression occurs after tetraploidization. On the other
hand, if alleles for enzyme polymorphisms are selectively neutral or nearly
neutral and maintained in the population by the balance between
mutational input and random extinction by sampling drift, then more
heterozygosity will result if the mutation rate for neutral alleles is higher. It
is expected that the effective mutation rates for null alleles and those for
neutral alleles go in parallel. Also, if a molecule is subject to less selective
constraint, a larger fraction of functional mutations are expected to be
neutral (not harmful), and at the same time, non-functional null mutants
tend to be less harmful, leading to the same type of expectation, Then, the
loss of duplicated gene expression should occur more [requently after
tetraploidization if the level of heterozygosity is higher.

Keeping these opposite predictions in mind, Allendorf (1978) examined
data available in both salmonids and catostomids, It turned out thatamong
twelve proteins in the rainbow trout, the average heterozygosity (M) is 6%
for those which retain duplicate gene expression but 15%, for those which
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lost it. In other words, higher heterozygosity and liability to loss of
duplicated gene expression go together, in agreement with the prediction of
the neutral theory.

Very similar results were also obtained using data on 26 species of
catostomid fish for 12 enzymes reported by Ferris and Whitt (1977).
Allendorf concludes that these results support the neutral theory. Pursuing
this problem further, Takahata and Maruyama (1979) investigated math-
ematically the process by which null alleles become fixed at independent
duplicated loci in the course of evolution. Solving the two-dimensional
Kolmogorov backward equation numerically, they obtained the rate at
which one of the active genes is lost and the amount of heterozygosity at
specified time, assuming various selection modes including the cases in
which null alleles are completely recessive (only deleterious when doubly
homozygous), partially recessive and overdominant. It turned out that in
the case of complete recessivity, the time taken for fixation of a null allele at
one of the duplicated loci to occur with probability 50% should be much
shorter than 50 million years. Also, there should be a large amount of
heterozygosity among related species at those loci where loss of function is
still in progress. This too does not fit observations. In the case of
overdominance, fixation is retarded but the level of heterozygosity remains
very high, contrary to observations. The only realistic assumption which is
consistent with observations is that null alleles are very slightly deleterious
in all heterozygous combinations in which N s (the product of effective size
and selection coefficient against heterozygotes carrying at least one null
allele) is around unity. What is important is that null alleles, despite very
slightly deleterious effects, can be fixed in the species by random drift after
duplication.

Icannot leave our discussion on the evolutionary role of gene duplication
without mentioning the newly proposed concept of ‘multigene family’
(Hood et al., 1975). It represents a group of tandemly repeated genes which
is characterized by the four properties; multiplicity, close linkage, sequence
homology, and related or overlapping phenotypic function. Examples are
immunoglobulin genes, ribosomal RNA (rRNA) genes, and histone genes.
These genes are repeated many times in the genome, and they exhibit two
interesting evolutionary features, namely, rapid change in family size and
coincidental evolution. The last mentioned phenomenon, that is, coinciden-
tal evolution, is also called horizontal evolution. I shall explain this
fascinating but puzzling phenomenon taking the spacer regions associated
with ribosomal RNA genes in eukaryotes as an example (for more details,
see Hood et al., 1975). In the African toad Xenopus laevis, the gene for 185—
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28S rRNA is repeated about 450 times at a single chromosomal site (the
nucleolar organizer), each repeating unit consisting of 188, 288 and spacer
regions. Essentially the same number of repeats with the same structure
are found in the related species X enopus mulleri. However, when nucleotide
sequences are compared between these two species, the 185 and 288 regions
are shown to be identical, but the spacer regions have diverged significantly.
Since the spacer has no known function, it is reasonable to assume, [rom the
standpoint of the neutral theory, that it is subject to less selective constraint
and that therefore mutations have accumulated more rapidly by random
drift. What is puzzling, however, is that, within each species, sequences of
spacer regions are essentially identical. How is such intraspecific homo-
geneity of the spacer regions maintained while they are evolving rapidly?

Fig. 5.1. Diagram illustrating the process of coincidental evolution
through intra-chromosomal unequal crossing-over, leading to fixation
of gene 2 by chance in this part of the chromosome.
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An ingenious explanation has been put forward by Smith (1974) and
Black and Gibson (1974) assuming homologous but unequal crossing over
(see also Tartof, 1974). Figure 5.1 illustrates the process by which a
multigene family within a chromosome becomes homogeneous under
repeated ‘intra-chromosomal’ (ie. between-sister-chromatid) unequal
crossing-over. As pointed out by Hood et al. (1975) as well as by Smith, the
process is analogous to random fixation of one of the alleles in a finite
population, so that the term ‘crossover fixation' has been proposed to
designate it. The average time until one of the variant copies of the family
becomes fixed in a chromosome lineage is called the crossover fixation time.
Smith, and Black and Gibson performed simulation experiments to obtain
some quantitative estimates regarding the number of crossovers that are
needed to attain a certain level of homogeneity among the family members.
Note that intra-chromosomal unequal crossing-over enables a mutation
which occurred in one of the members of a multigene family to spread
through the family by chance (horizontal spreading of a mutation). This
causes nearby members to be more similar genetically than those far apart
on the chromosome (for a mathematical treatment, see Kimura and Ohta,
1979). In conjunction with random genetic drift which enables one of the
copies of homologous multigene families to fix randomly in the population,
coincidental evolution takes place. The mathematical theory of coinciden-
tal evolution based on population genetics has been greatly advanced by
Ohta (1976a, 1978a, b, 1979, 1980a). The various researches that she has
done on evolution and variation of multigene families have recently been
presented in an organized form in her excellent monograph (Ohta 1980b).
In this monograph, the evolutionary process of a multigene family is treated
as a double diffusion process of mutants: diffusion of mutants on one
chromosome by unequal crossing-over and diffusion of such chromosomes
in the population by random genetic drift. The identity coefficients
(probability of identity of genes) within a chromosome and between
chromosomes have been studied. Of particular interest is her application of
the theory to the problem of amino acid diversity of immunoglobulins, a
very well studied example of a multigene family. She found that the
framework regions inside the variable region of immunoglobulins evolve
slightly faster (in terms of amino acid substitutions) than hemoglobins,
whereas hypervariable regions that comprise the antigen binding sites
evolve at about the same rate as fibrinopeptides. Furthermore, the high
variability at the hypervariable sites within the species is at about the level
theoretically expected from the high evolutionary rates at these sites. It is
interesting to note that the diffusion equation method and the neutralist
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paradigm are useful to elucidate the nature of the multigene family in
quantitative terms.

Although the multigene family, in its characteristic form, is represented
by large-scale repetitive structures (such as 58 ribosomal gene which is
repeated some 24000 times in X, laevis and 9000 times in X. mulleri), small
multigene families are also of much interest from the standpoint of
evolution and population genetics. Zimmer et al. report (1980) that in five
species of apes (chimpanzee, pygmy chimpanzee, gorilla, orangutan and
gibbon), the adult hemoglobin « genes exist in a closely linked duplicate
state as in humans, and that rapid cycles of gene duplication and loss seem
to have been going on in this gene region. That coincidental evolution (these
authors try to rename it ‘concerted evolution’) isactively occurring seems to
be evident from the fact that « chains within species are almost identical.
These authors estimate that « polypeptides within these species are about
ten times more alike than is expected for 10 million years of divergent
evolution (which the authors believe to have occurred since the common
ancestors of these apes). They also found, based on their analysis using five
restriction enzymes, that, in the chimpanzee, a polymorphism exists with
respect to the number of & genes: of the [ive chimpanzee individuals studied,
the three-gene state, rather than the two-gene state was predominant. This
contrasts with the corresponding polymorphism in humans, where,
according to Goossens et al. (1980), individuals having triple « loci and also
those having a single « locus are a minority, the majority having duplicated
« genes, A mathematical theory of coincidental evolution in small
multigene families has been worked out by Ohta (1981a) using two models.
Applying her theory to the above observations, she estimated that the rate
of unequal crossing-over is probably about 10™* per generation and the
selection coefficent against chromosomes with three genes or one gene
would be roughly 10~2. She also pointed out that non-functional genes
could originate by unequal crossing-over and if such genes are selectively
neutral, they will accumulate in the population by random drift.

More recently, in addition to unequal crossing-over, gene conversion has
been suggested to play an important role in the concerted or coincidental
evolution of repeated gene families (Baltimore, 1981). Roughly speaking,
one gene conversion results in duplication of a gene copy and, at the same
time, causes loss of another. Thus it would be equivalent to one cycle of
unequal crossovers of duplication and deletion (Birky and Skavaril, 1976;
Ohta, 1977a). The main difference of the effect of conversion from that of
unequal crossing-over is that it is not accompanied by contraction or
expansion of a multigene family, that is, change of the gene number per
family.
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When directionality (or ‘polarity’) exists in gene conversion, the process
of divergence of multigene families between species will be much accele-
rated, Dover (1982) named this and random conversion processes ‘molecular
drive’, and he emphasized that this phenomenon was essential for the
evolution of certain coding and non-coding families in Drosophila that are
dispersed on several chromosomes. Spreading of mutant genes by directional
gene conversion within a single genome has been studied mathematically by
Nagylaki and Petes (1982), but the theory for treating molecular drive at the
level of population is not yet available.

(v) Selective elimination of definitely deleterious mutants and randomfixation
of selectively neutral or very slightly deleterious mutants occur far more

frequently in evolution than positive Darwinian selection of definitely
advantageous mutants.

This is an extended form of the original neutral theory, and is based on
the thesis put forward by Ohta (1973a, 1974) which argues that very slight-
ly deleterious mutations as well as selectively neutral mutations play an
important role in molecular evolution, Adaptive changes due to positive
Darwinian selection no doubt occur at the molecular level (and of course at
the phenotypic level), but I believe that definitely advantageous mutant
substitutions are a minority when compared with a relatively large number
of ‘non-Darwinian’ type mutant substitutions, that is, random fixations of
mutant alleles in the population through the process of random drift of gene
frequency. This leads us to an important principle for the neutral theory
stating that ‘the neutral mutants’ are not the limit of selectively advantageous
mutants but the limit of deleterious mutants when the effect of mutation on
fitness becomes indefinitely small. This means that mutational pressure
causes evolutionary change whenever the negative-selection barrier is
lifted.

As an application of this principle, let us consider the high evolutionary
rate of guinea pig insulin. Generally speaking, insulin (A and B chains) hasa
rather low evolutionary rate of (0.3 ~04) x 10™°/amino acid/per year.
However, in the guinea pig, and also, in its close relative the coypu (both
belonging to a group called *hystricomorph rodents’), it is known that very
rapid evolutionary change has occurred with a substitution rate almost ten
times as high as the above value (see King and Jukes, 1969, and for more
data, see Jukes, 1979). From the neo-Darwinian point of view, one might
naturally consider such a rapid evolutionary change to be the result of
adaptive change by natural selection. In fact, even King and Jukes (1969) in
their paper on ‘Non-Darwinian evolution’ invoked ‘positive natural
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selection’ to explain the rapid change. However, it is much more likely, as
pointed out by Kimura and Ohta (1974), that guinea pig insulin lost its
original selective constraint in the process of speciation. This allowed the
accumulation of mutations which previously would have been rejected.
This inference is supported by a report of Blundell et al. (1971) who studied
the three-dimensional structure of insulin molecules, According to them, in
the guinea pig, zinc is absent from the insulin-producing cells (coinciding
with the loss of usually invariant histidine B10). This suggests a drastic
change in the tertiary structure. It is assumed then that, with the loss of the
zinc constraint, mutations in guinea pig insulin started to accumulate at a
very high rate. Our claim is consistent also with the observation (for data,
see for example, Jukes, 1979) that the rate of evolutionary amino acid
substitution in guinea pig and coypu is roughly equal to that of C-peptide of
proinsulin, which has a very high evolutionary rate in all cases and which is
considered to have much less functional constraint than insulin.
Furthermore the observation that guinea pig insulin has a very low
biological activity, about 2%, of that of bovine, as stated by Blundell and
Wood (1975) seems to support the neutralist interpretation. That all
hystricomorph rodent insulins are much less biologically active than
bovine insulin was recently reported by Horuk et al. (1979). Blundell and
Wood (1975), however, propose the hypothesis that guinea pig insulin is the
result of adaptation to a local shortage of zinc in guinea pig ancestors.
Another interesting case which can be explained by random fixation of
very slightly deleterious but almost neutral mutations is the loss of ascorbic
acid synthesizing ability in man and afew other species. It was suggested by
Jukes and King (1975) that this loss had occurred by a ‘neutral evolutionary
change’. According to them, the ability to synthesize ascorbic acid (vitamin
C) is in general a characteristic of terrestrial vertebrates. However, besides
humans, the ability is not present in monkeys, guinea pigs, fruit-eating bats
and some passerine birds. These animals consume food rich in ascorbic
acid, and it is assumed that the mutants leading to loss of the synthesizing
ability were not significantly harmful and became fixed in the species
through random gene frequency drift under continued mutation pressure,
The alternative hypothesis is that the loss was adaptive, and occurred by
positive natural selection. Jukes and King’s hypothesis, however, appears
to be more plausible since many herbivorous vertebrate species, which
consume food high in ascorbic acid, have retained the ability to synthesize
it. The observation that the loss occurred in species that are widely scattered
in phylogeny also supports their hypothesis. For a mathematical treatment
of the average length of time until fixation of a neutral or very slightly
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deleterious allele in a finite population by random drift under continued
mutation pressure, readers may refer to Kimura (1980a).

When we consider the action of natural selection at the molecular level,
we must keep in mind that higher order (ie. secondary, tertiary and
quaternary) structures rather than the primary structure (i.e. amino acid
sequence) are subject to selective constraint, usually in the form of negative
selection, that is, elimination of functionally deleterious changes. The
existence of selective constraint, often inferred from non-randomness in the
distribution of amino acids or nucleotide bases, does not contradict the
neutral theory. That random drift can proceed underneath phenotypic
constancy may not be obvious from common sense, but this subtle process
can be treated mathematically (see section 6.8).

If mutation pressure is mainly responsible for evolutionary change, the
upper limit of evolutionary rate is set by the total mutation rate. In this
connection, it is interesting to note that the high evolutionary rate of guinea
pig insulin is not very different from the fibrinopeptide rate, and this rate in
turn is roughly equal, when expressed in terms of nucleotide substitutions,
to the rate of nucleotide substitution in the DNA of the mammalian
genome, most of which does not function as genes (see Ohta and Kimura,
1971a). We note also that accumulation of very slightly deleterious mutants
by random drift is essentially equivalent to the deterioration of the
environment, and definitely adaptive gene substitutions must occur from
time to time to save the species from extinction. I have to emphasize again
that the above argument does not mean that adaptive changesdo not occur
at the level of information macromolecules. On the contrary, the marvelous
function of molecular machineries on which life depends must be the
products of positive Darwinian selection. However, most of the molecules
that we are studying now, such as hemoglobins, cytochrome c, transfer
RNAs, etc., must have had their essential designs perfected very far in the
past; the changes thereafter have been mostly variations on the theme. This
is clearly shown, for example, by the fact that all the globin molecules,
including hemoglobins of an insect and a marine annelid worm have exactly
the same tertiary structure characterized by the ‘myoglobin fold® (see
Dickerson and Geis, 1969), despite an extensive change in the primary
structure. Sometimes, extensive adaptive interpretations of individual
amino acid substitutions are given (such as Goodman et al., 1974 for globin
evolution), but we need to take these adaptive stories with a pinch of salt.

In general, adaptive mutant substitutions should represent an organism’s
response to environmental challenge. Thus, there are no such things as
universally advantageous mutants; ‘advantageous mutants’ are a very
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special, small class of mutants derived from a very large set of almost
universally deleterious mutations. If a paradoxical expression is allowed,
we could perhaps say that advantageous mutations are a special form of
deleterious mutations. The ways in which mutations become advantageous
are so opportunistic that it is not easy to find simple rules to describe them,
In this context, a theory due to Ohta (1972) may prove to be important
According to this theory, it is almost impossible for a mutant to find itself
advantageous under all conditions required by the environment. On the
other hand, if the environment is uniform a mutant will have a better chance
to be advantageous. Thus, the probability of a mutant being advantageous
to the species as a whole increases in a more uniform environment. Since
smaller populations are likely to be distributed over less varied environ-
ments, it is expected that rapid evolution at the phenotypic level occurs in
species with small population sizes, although their probability of extinction
is large.

Although extensive discussion on speciation is outside the scope of this
book, random fixation of neutral or slightly deleterious alleles has obvious
relevance to the problem of speciation. The central issue here is how
reproductive isolation develops. It has been pointed out by several authors
(see, for example, Dobzhansky, 1970; Nei, 1975) that for the origin of
reproductive isolation, mutational changes at two or more loci are
generally required. Roughly speaking, mutant alleles at different loci which
are individually harmless (i.e. neutral) but detrimental in combination
must be involved.

One simple model suggested by Dobzhansky (1951, 1970) is as follows.
Consider a pair of alleles 4 and A" in the first locus and B and B’ in the
second. Suppose that a population has the genetic constitution AABB at
the start and, then, this population is split into two geographically isolated
subpopulations; in one of them, the mutant allele 4’ becomes fixed by
random drift so that a local race A'A'BB is formed, while in the other
subpopulation, allele B’ becomes fixed, giving rise to a race A4AB'B’. Under
the assumption that 4 and A4’ are selectively equivalent (in the absence of
B’), random fixation of 4" may occur in the first subpopulation unless the
frequency of B* happens to be high beforehand. A similar situation may
hold for allele B’ in the second subpopulation. Note that the cross A'A' BB x
AAB'B', if it occurs, leads to disadvantageous offspring A’AB'B due to
epistatic interaction between A’ and B’, thus contributing to the establish-
ment of reproductive isolation. Later, when the geographical barrier
between these two populations is removed, they may be able to evolve as
sympatric species.

6

Definition, types and action of natural
selection

6.1 Meaning of natural selection
For a proper appraisal of the neutral theory, it is essential to have a
correct understanding of the role which natural selection plays in changing
and maintaining gene frequencies in natural populations. Therefore, I shall
briefly discuss the definition, types and actions of natural selection.
In the Introduction of The Origin of Species, Darwin (1859) states:

As many more individuals of each species are born than can
possibly survive; and as, consequently, there is a [requently
recurring struggle for existence, it follows that any being, if it vary
however slightly in any manner profitable to itself, under the
complex and sometimes varying conditions of life, will have a
better chance of surviving, and thus be naturally selected. From the
strong principle of inheritance, any selected variety will tend to
propagate its new and modified form.
Although much progress has been made in biology since Darwin’s time, his
theory of natural selection still remains as the only scientifically acceptable
theory to explain why organisms are so well adapted to their environments.
A large part of population genetics may be regarded as an attempt to treat
the action of natural selection and its consequences in quantitative terms
(based on genetics and using the method of biometry),

From the standpoint of genetics, one can define natural selection as the
differential multiplication of variant (or mutant) types (Muller, 1960). In
other words, we can say that natural selection occurs when there are
differences in fitness between genotypes. Here, the term fitness represents
the organism's ability to leave offspring to the next generation. For each
genotype, fitness is measured by the number of offspring per individual.
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Needless to say, a large number of young may die prematurely (as in insects
and [ishes), so the number of offspring that reach maturity rather than
simply those born is relevant. What is important is that we count the
number of oflspring at the same stage of development as we count the
parents. In human populations, fitness may conveniently be measured by
the number of daughters per mother. For details on the nature and
measurement of fitness, see Crow and Kimura (1970).

Natural selection, however, acts through survival and reproduction of
individuals based on phenotypes rather than directly on genotypes.
Furthermore, the way in which natural selection acts in individual
situations is likely to be so diverse and intricate that the full details are often
beyond our comprehension. To overcome such a difficulty and to get a
unified view of the working of natural selection, a few fundamental concepts
and 2 great deal of terminology have been proposed.

One simple but useful way of classifying natural selection is to divide it
into two distinct types, positive and negative selection. We say that positive
selection is at work if a mutant form of a gene (simply called ‘mutant’) arises
in the population and if it enhances the average fitness of individuals
carrying it, thereby helping itself to spread through the population. This is
the type of natural selection which was assumed by Darwin as the main
cause of adaptive evolution in the biological world, and it can justly be
called Darwinian selection. The selected gene need not be a new mutant. It

could be a previously deleterious gene that has been rendered beneficial by

a change in the environment.

On the other hand, if a mutant reduces the fitness of individuals due to its
deleterious effects on viability or fertility, then it tends to beeliminated from
the population. This type of selection may be called negative selection. The
term ‘purifying selection’ is used by Lewontin (1974) to represent this
selection.

Despite its biological importance, positive selection is seldom observed
at work in nature. A few well-known, and constantly cited examples are
industrial melanism in month (Kettlewell, 1955, 1956, 1958), DDT resistance
in insects and antibiotic resistance in bacteria. As compared with these,
examples of negative selection are abundant; it is popular to associate
unfavourable effects and deformities with mutations, as so many textbook
examples of mutants are of this nature. Furthermore, intensive studies of
recessive lethals and detrimental mutants in Drosophila populations have
shown beyond doubt that the majority of these mutant genes are
unconditionally deleterious both in homozygous and heterozygous states
(Mukai and Yamaguchi, 1974; Mukai et al,, 1972).
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Natural selection acts primarily on phenotypes and only secondarily on
genotypes (through its effect on phenotypes). The relationship between
phenotypes and genotypes, moreover, if often not straightforward, parti-
cularly when a phenotypic character is determined by many genes as in
quantitative characters (such as height in man and weight in mouse) for
which environmental effects also play important roles. It is convenient,
therefore, to consider selection at two levels, phenotypic and genotypic.

6.2 Phenotypic selection on quantitative characters

We shall consider phenotypic selection first. Following Mather
(1953), selection on quantitative characters is customarily classified into
three types, stabilizing, directional and disruptive. Let us assume that the
phenotypic measurement (X) follows a certain bell shaped distribution
F(X) (such as the normal distribution). Selection is called stabilizing if
individuals near the mean value of the character have the highest fitness
(optimum), and those that deviate in a positive or negative direction are
selected against. In other words, it weeds out extremes. A few examples of
stabilizing selection are illustrated in Fig 6.1, where the fitness function
W(X) is shown by a solid curve and frequency function F(X) by a broken
curve. The importance of stabilizing selection lies in the fact that this is by
far the commonest type of natural selection. The best known example in
man is the relation between the birth weight and neco-natal
mortality studied by Karn and Penrose (1951). They showed that babies
whose weights are near the mean have the highest survival rate and those
who deviate from this in either direction tend to have higher mortality. For
detailed accounts on natural selection in human populations, readers are
invited to consult Cavalli-Sforza and Bodmer (1971). For additional

Fig. 6.1. Three examples of fitness function which lead to stabilizing

selection. In this type of selection, individuals with a phenotypic value

(X) near the mean are favored and those with more extreme values

are selected against. In each example, the fitness function W(X) is

shown with a solid curve and the frequency function F(X) by broken

curve. In example (¢), individuals corresponding to the shaded area are
completely eliminated.

(a) (b) (e)
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examples of stabilizing selection see, for example, Mather (1973) and
Wallace (1968). To represent this type of selection, Haldane (1959) prefered
the term centripetal selection, originally due to Simpson (1944), because the
term stabilizing selection is sometimes used to represent another type of
selection, that is, selection for keeping the development of an individual
along the normal course in the face of environmental disturbances. This
latter type of selection has also been called canalising selection by
Waddington (1957). On the other hand, the term normalizing selection is
often used in the same sense as centripetal selection. Stabilizing selection
has the characteristic that, after selection, the variance of the character is
reduced but no appreciable change occurs in the mean.

Next, let us consider directional selection. If the optimum phenotypic
value is far removed from the mean, selection tends to shift the phenotypic
value toward the optimum. This type of selection is called directional (or
directed) selection. It is also called linear selection by Simpson (1944) and
Spiess (1977). Darwin postulated this type of selection by extrapolating
from artificial selection in order to explain evolutionary change in nature.
Now, we know that directional selection occurs much more rarely than
stabilizing selection. It must mainly be restricted to the situation when a
species is faced with a new environmental challenge. The best authenticated
case is industrial melanism in Lepidoptera. Artificial selection, such as
selective breeding for milk yield, still gives us much useful information in
considering the process of directional selection. Fig. 6.2 depicts three
examples of fitness functions (shown by solid curves), which lead to
directional selection. In this figure, (c) represents ‘truncation selection’
which is familiar in animal breeding. The point C in the abscissa is the
truncation point; only those individuals whose phenotypic value is greater
than C are saved for breeding. In this figure, the shaded area represents the
fraction of individuals thatfail to leave offspring. In nature, however, sucha

Fig. 6.2. Three examples of fitness functions which lead to directional
selection. Solid lines represent fitness functions and broken curves
represent frequency functions. In example (¢) individuals
corresponding to the shaded area are completely eliminated,

(a) (b) (c)
wx)

WLX)

6.3 Genotypic selection 121

clear cut truncation is unlikely to occur, A more likely situation is
represented by (a) or (b). Truncation selection is known to be the most
efficient form of directional selection. What is surprising is that when this is
modified so that the fitness increases more or less linearly over a range of
one or two standard deviations of the value of the selected character,
although the efficiency is reduced, the reduction is slight, as shown by Crow
and Kimura (1979).

The third type of phenotypic selection, that is disruptive selection, occurs
when two or more different optima exist among individuals in one
population. An example of this type of selection is illustrated in Fig 6.3,
where the two extremes of the distribution are favoured in selection, but the
intermediates are eliminated. This may occur if the habitat of a species
contains two distinct niches and each of the two extremes is fitted to one of
the two niches. This is an opposite situation to centripetal selection;
therefore, it may be called centrifugal selection. According to Haldane
(1959), centrifugal selection occurs, but rarely except after the crossing of
two species.

63 Genotypic selection
A straightforward quantitative approach to the effect of natural
selection on genetic change in natural populations is to bypass phenotypic
selection and assign fitness values directly to each genotype, and then
compute the change of gene frequencies.
The situation is particularly simple if a pair of alleles, say, A, and A,, are
segregating in a very large haploid population with discrete, non-
overlapping generations. Let W, and W, be the fitnesses of 4, and A4,, and

Fig. 6.3. An example of disruptive (centrifugal) selection. Individuals
at the two tails of distribution are favored, and those with
intermediate phenotypic values (corresponding to individuals in the
shaded area) are completely eliminated.

WX)
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let p be the frequency (more precisely, the relative frequency) of A4,, so that
q=1=p is the frequency of A,. After one generation of selection, the
frequency of A, changes from p to p’ according to the relation

p'=pW, /W, (6.1)
where W= pW, + gW, is the mean fitness of the population. The change
from one generation to the next (p' — p), as usually denoted by Ap is

Ap = (W, — Wy)pg/W. (62)
It is often convenient to consider the selection coefficient: let | +sand | be
the relative fitnesses of A, and A, so that 1 +s = W,/W,. Then, we get

Ap =sp(l — p)/w, (6.3)
where w=1 + sp, and s is the selection coeflicient for A,. If the absolute
value of s is small, the denominator w is very near unity, so that it may be
neglected in equation (6.3). Furthermore, it can be shown (Kimura, 1978)
that if the population number regulating mechanism is taken into account,
and il one of the alleles (A4,) is advantageous over the other (s > 0) so that it
increases [rom a low [requency to a high frequency, then in the process, the
approximation formula Ap = sp(l — p) is valid under wider circumstances
than the above treatment suggests. Generally speaking, unless the selection
is very intense, the process of deterministic change in gene frequency in a
haploid population can be described with sufficient accuracy by the
differential equation

dp
i sp(1 —p), (6.4)

where t stands for time. In this equation, ¢ is a continuous variable, but it
may be measured taking one generation as the unit.

It is often convenient to apply the logit transformation to the gene
frequency p, so that
P

z=log, = (6.5)

Note that the new variable z is the natural logarithm of the gene ratio. It

changes continuously from — oo to + oo as p changes from 0 to 1. Then,

equation (6.4) reduces to
dz
—= 6.6
% s(0), (6.6)

where s{t) is the value of s at time . This can readily be solved, and z is
expressed as a function of time .

z, =25+ f s(r)dr. (6.7)
0
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Note that il s(t) = 5, a constant, then z, — z, = st or t = (z, — z,)/s. Note also
that the frequency of allele A; can be obtained by using the relation,

p,=c¢%/le* +1). (6.8)

As an example, et us assume that A, has a constant selective advantage
of 1% over A, so thats(t) = 0.01, and ask the question; how long does it take
for the gene frequency to change from 0.5% to 99.5%7 Since, this
corresponds to change of z from —5293 to + 5293, the answer is
10.586/0.01 or 1058.6 generations. Such a unidirectional change in gene
frequency may also be called ‘directional selection’, using the same
terminology as used to describe an analogous situation in phenotypic
selection.

Equation (6.6) can also be used to describe the process of ‘genic selection’
in a random mating diploid population. This is a type of selection in which
there is no dominance in fitness, namely, the heterozygote has a fitness
exactly intermediate between those of the two homozygotes. In this case, we
may denote the relative fitnesses of A, 4,4, A, and 4,4, as 1 +5, 1 and
I — 5. Then, assuming that |s| is small, this leads to the same equation as
(6.6) as a good approximation.

Generally speaking, however, the situation is much more complicated in
adiploid population even under random mating. I shall briefly summarize a
few important cases to facilitate discussion in the remaining part of this
book. For more details, and also for treatments of various cases, readers
may consult Crow and Kimura (1970) and Wright (1969).

Consider a random mating, diploid population, and assume that a pair of
alleles A, and A, are segregating. We denote the relative fitnesses to 4, 4,
A A and A,4, asw,, | and w,,(We use the lower case letter w to denote the
relative fitness. The capital letter W is reserved to represent the absolute
fitness.) If A, is unconditionally advantageous over A, so that w, = 1 and
w, < | (but excluding the neutral case of w, = w, = 1), then 4, increases at
the expense of 4,. Unless countered by mutation, 4, will eventually be lost
from the population. Similarly, if A, is advantageous over A,, then A,
increases at the expense of A,. These two cases represent directional
selection at the genotypic level.

We shall next consider some cases in which Ap due to selection changes
sign in the interval (0, 1) so that an internal equilibrium point exists. One of
the best known examples is overdominance, where the heterozygote has
higher fitness than either homozygote (0Sw, <1 and 0 S w, <1). Let
w, =1—s5, and w, =1 —s,; thens, is the selection coefficient against 4, A4,
and 5, is that against 4,A4,(s, >0, s;>0). In terms of these selection
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coefficients, the change of the frequency of A, in one generation is
Ap={s;—(s, +s)pip(l — p)/W, (6.9)
where
w=1-5p" =5, - p)y. (6.10)
The internal equilibrium value of p which will be denoted by p and which
satisfies Ap =0 is obtained by putting 5, — (s, + 5,)p = 0. This yields

P=5,/(s: +53). (6.11)
In terms of this equilibrium frequency, equation (6.9) is expressed as
Ap= —(s, +s,)(p — p)p(l — p)/w. (6.12)

From this, it is easy to see that if p is larger than p, Ap is negative, but if p is
less than p then Ap is positive, This means that if the gene frequency departs
from its equilibrium value, then it tends to return to that point. In other
words, the equilibrium is stable. Ever since this was demonstrated by Fisher
(1922), overdominance has been considered by many geneticists as the main
factor maintaining genetic variability within species. However, well estab-
lished examples of overdominance, or a single-locus heterosis in fitness, are
scarce. So far, sickle cell anemia in man is probably the best example, and
this is constantly being cited.

The hemoglobin mutant Hb® responsible for sickle cell anemia differs
from the normal allele Hb* by having valine at position 6 of the f-chain
instead of glutamic acid in Hb* (Ingram, 1963). The Hb® allele has a selective
disadvantage by causing severe anemia in the homozygote, but gains
advantage by producing resistance to malaria in Hb*Hb* heterozygotes
(Allison, 1955). By applying terminologies defined for phenotypic selection,
we may call selection which maintains overdominance equilibrium stabiliz-
ing selection at the genotypic level. Note that w as a function of p takes its
maximum value at p given by (6.11). So the overdominance equilibrium
represents a local maximum of the fitness function.

In the opposite situation in which the two homozygotes show more
advantage than the heterozygote (w, > 1 and w, > 1). the equilibrium
frequency isagain given by (6.11), butitisunstable. This can immediately be

Table 6.1. A simple model of frequency-dependent selection

Genotype A4, A A, Ay,
Fitness | +a—=bp 1 | —a+bp
Frequency 7’ 2p(1 = p) (1=py
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seen by noting that in equation (6.12), if p is higher than p, Ap is positive,
whereas if p is less than p, Ap is negative. In either case, deviation from
equilibrium will be enlarged in each succeeding generation. Thus, if the
frequency of an allele is lower than its equilibrium value, the allele will
eventually be lost from the population, whereas if it is higher, it will
eventually be fixed. The term, disruptive (or centrifugal) selection may be
applied to this case of heterozygote disadvantage (ie. negative
overdominance).

A type of frequency-dependent selection in which each allele becomes
advantageous when rare (‘'minority advantage’) has long been considered
an important mechanism for maintaining genetic variability within species
(Wright, 1949; Haldane, 1954; Clarke and O’Donald, 1964). This type of
selection will arise, among other ways, if there is division of labor among
different genotypes.

As a simple model of frequency-dependent selection, let us assume,
following Wright and Dobzhansky (1946), that the relative fitnesses of
AA, A A, and A,A, are expressed as 1 +a—bp, 1 and | —a + bp, where
a and b are positive constants (b > a > 0), and p is the frequency of A, (see
Table 6.1). Under random mating, the change of gene frequency per
generation by selection is

Ap =p(1 — p)a - bp)/w, (6.13)
where

w=1—(a—bp)l —2p). (6.13a)
In this model, A, tends to increase if its frequency (p) is less than a/b, but
tends to decrease if it is higher than a/b. Clearly p=a/b is the stable
equilibrium point. Furthermore, at this equilibrium state, all three geno-
types have equal fitnesses. Note that this is not an intrinsic property of
frequency-dependent selection in general. It holds only when the hetero-
zygote is exactly intermediate between the two homozygotes in fitness. In
fact this property is lost in a slightly more general form of frequency-
dependent selection which 1 shall treat later (see Table 6.2).

6.4 Other terminologies and concepts for natural selection

The term ‘balancing selection' was proposed by Dobzhansky
(1965) to represent a class of selection which leads to genetic heterogeneity
or polymorphism. It includes overdominance and frequency-dependent
selection with minority advantage which we discussed above. Dobzhansky
also speaks of ‘diversifying selection’ as a form of balancing selection, and
says that some balanced polymorphisms are maintained by such selection.
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According to him, this term is synonymous with disruptive selection (see
Dobzhansky, 1970, p. 127), and occurs when different genotypes are
favored in different ecological niches. I have to remark, however, that this
type of selection does not necessarily lead to balanced polymorphisms, and
often special conditions have to be satisfied for polymorphisms to be
maintained (see, for example, Maynard Smith and Hoekstra, 1980).
Temporal change in the intensity and the direction of natural selection
either accelerates fixation or retards it (maintains polymorphism) depend-
ing on the situation. An elegant model pertinent to this topic was
investigated by Haldane and Jayakar (1963). Let 4 and a be a pair of alleles
atan autosomal locus and assume that allele a is completely recessive with
respect to fitness, Assuming random mating, they showed that for
biologically realistic circumstances the condition for polymorphism to be
maintained is that the arithmetic mean of the fitness of the recessive relative
to the dominant is larger than unity, and that its geometric mean is less than
unity. For example, if the recessive is normally 5% to 10% fitter than the
dominant, but an epidemic disease kills off all the recessives every twenty
generations, this condition may be fulfilled. During each epidemic the
frequency of the recessive gene decreases suddenly, and then it steadily
increases until the next epidemic attacks. For more recent studies on this
type of problem, readers are invited to consult Karlin and Licberman
(1974). Incidentally, it is advisable not to include the cases in which selection
coefficients fluctuate with time (such that different alleles or genotypes are
favored in alternate generations) in the category of disruptive selection.
In addition, there are a number of terminologies which have been
proposed to focus our attention on various aspects of the action of natural
selection. Wallace (1968) uses the terms ‘hard’ and ‘soft’ selection in
describing the way in which the proportion of breeding individuals is
determined. This may be explained most simply by using the case of
truncation selection as depicted in the rightmost diagram (c) of Fig 6.2,
where individuals with a phenotypic value (X) larger than the ‘cut-ofl point’
C survive to leave offspring, the rest being eliminated. Under hard selection,
this point is fixed, and therefore the proportion of the population to survive
and reproduce fluctuates as the location of the frequency distribution
(broken curve) fluctuates; if the distribution moves to the left, the surviving
proportion decreases, whereas if the distribution moves to the right, this
proportion increases. On the other hand, under solt selection, the cut-off
point can move as the location of the distribution curve fluctuates in such a
way that the surviving fraction is kept constant. Therefore, under soft
selection, the average [itness of the population remains the same even if the
genetic constitution of the population changes drastically. This type of
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selection does not apply to recessive lethals that unconditionally kill
homozygotes. However, if we consider the fact that weak competitors could
still survive if strong competitors are absent, soft selection may not be
uncommon in nature.

MacArthur and Wilson (1967), in their well-known work on island
biogeography, consider two types of natural selection which they termed r
selection and K selection. Let N be the population number and suppose
that its rate of change follows the equation

dN/dt=rN(K — N)/K, (6.14)
where r is the intrinsic rate of population increase and K is the carrying
capacity. If N is much smaller than K, the population increases exponen-
tially at the rate r, but as N approaches K, the rate of growth diminishes
until a steady state is reached, where N = K. Equation (6.14) is often called
the logistic equation. In an uncrowded environment, the fitness is largely
determined by r so that types which harvest the most food (thus having the
largest rate of increase), even if they are wasteful, will be favored. This
situation is called r selection. Evolution here favors ‘productivity’. In a
crowded environment, on the other hand, the carrying capacity may be
more important. Genotypes which can replace themselves at the lowest
food level will win. This situation is called K selection. Evolution here
favors ‘efficiency’ of conversion of food into offspring. The concept of K vs. r
selection has been extremely popular among ecologists. For example,
Roughgarden (1979), assuming a ‘tradeofl” between r and K, discusses the
behavior of a population consisting of a pair of alleles with different r and K
values. On the whole, however, the concept seems to me to have been
overused without much evidence.

Although various types of selection can be envisaged and their roles have
been argued, it is not easy to estimate the intensity of selection involved.
One important point is to clarify quantitatively how much selection is
allocated to individual loci when the overall phenotypic selection intensity
is given. This problem will be taken up in the next section.

6.5 Genetic load

As a measure of genotypic selection intensity, genetic load is
defined by Crow (1958) as the fraction by which the population fitness is
reduced in comparison to the optimum (ie. the most fit) genotype. In
symbols, this is expressed as

Iad el (6.15)
Wop
where w is the mean fitness of the population and w,, is that of the optimum
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genotype. In the following, 1 shall summarize some important results
obtained from the studies of the genetic load [for more details, readers may
refer to Crow and Kimura (1970, p. 297), and Kimura and Ohta (1971b,
p. 44)].

The mutational load (L)

This is the load created by elimination of recurrent harmiul
mutations. Consider an autosomal locus in a very large, random mating
diploid population. It was first shown by Haldane (1937) that the decrease
of fitness due to completely recessive deleterious mutations is equal to the
mutation rate v (per gamete). This means L_, =v in this case. For
semidominant mutations, L__ =2v, that is, the load is equal to the
mutation rate per zygote. What is important in these cases is that the load is
almost independent of the degree of the harmfuiness of the mutants.
Essentially the same conclusion was derived independently by Muller
(1950) using the concept of *genetic death’. More generally, if fitnesses of
mutant heterozygotes and homozygotes are | — hs and 1 — s relative to the
normal homozygote (whose fitness is assumed to be unity.), L ., changes
from v to 2v as hchanges from 0 to 1, It can be shown, however, that L , is
very close 1o 2v if sh? is much larger than 2¢(|1 — 2h|). Since for lethal and
semilethal genes, the mutation rate and degree of dominance are roughly
v=10"% and h= 002, the formula

L., =2 (6.16)

holds as a good approximation to describe the mutational load in natural
populations. In other words, the mutational load is equal to the mutation
rate per zygote. This rule was called the Haldane—Muller principle by Crow
(1957).

More generally, we can treat the mutational load as a function of s, hand
v (Kimura, 1961). Also, it can be shown that the mutational load is un-
altered even if the population-regulating mechanism is taken into account
(Kimura and Ohta, 1971b, p. 48). However, there are a few circum-
stances under which the Haldane-Muller principle needs some modifica-
tion. Of particular importance is the case of ‘reinforcing type' epistasis
between loci. This is the case in which the simultaneous existence of two
or more mutant genes within one individual causes a more deleterious
effect than the sum of the deleterious effects of the individual mutants, It
was shown by Kimura and Maruyama (1966) that if the deleterious
effect is proportional to the square of the number of mutant genes, the
load under random mating becomes roughly half as large as in the case of
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no epistasis. One should expect that with stronger reinforcing epistasis, the
load would become smaller. More recently, Crow and Kimura (1979)
developed a theory which enables us to compute the efficiency of truncation
selection, and they applied the theory to viability mutants in Drosophila,
showing that the actual load involved can indeed be smaller. Previously, it
was shown by Mukai (1964) that mutants causing a small decrease in
homozygous viability (which he called ‘viability polygenes’) occur at a
much higher rate than lethals and semilethals, amounting to about 0.4 per
gamete per generation. Each of these mutants reduces viability by about
2 ~ 3% on the average in the homozygous state. They have a much higher
degree of dominance than lethals (with h = 0.4 for newly arisen mutants)
and are approximately additive in effect between loci. If we apply the
Haldane—Muller principle, the mutational load due to viability polygenes
alone should amount to 0.8. Under truncation selection (or reasonable
departure from it as shown by (a) and (b) of Fig. 6.2), however, the load can
be significantly reduced. Let us choose as the underlying phenotypic value
X the pleiotropic heterozygous effects of the viability mutants. This choice
is reasonable since these mutants exist mostly in heterozygous condition
(because of low frequencies of individual mutants), and their effects on
fitness include not only viability but also fertility. Here X is the underlying
scale on which truncation selection acts, and it corresponds to ‘fitness
potential' of Milkman (1978). The selection coeflicient (s) against the
mutant and the standard deviation () of the fitness potential can be
estimated experimentally. They are approximately s= —0.02 and o=
0.02 ~0.04. Let A be the average effect of a single mutant on fitness poten-
tial, and suppose that 109 truncation selection (w = 0.9) occurs, Then it
can be shown that 4 = —0.002 ~ — 0,005. This means that with truncation
selection, mutants withan effect on fitness of 0.1 ~ 0.4%; are eliminated from
the population as efficiently as if they had an effect of 2.0% but were
eliminated by additive selection. Truncation selection eliminates the
mutants in groups so that the load becomes much smaller than expected
from the Haldane—Muller principle. Although truncation selection in the
strict sense is unlikely to occur in nature, selection of types (a) and (b) of Fig.
6.2, which we may call quasi-truncation selection, are sufficiently realistic,
and have an efficiency not very far from truncation selection.

The Haldane-~Muller principle also requires modification in a small
population in which mutant frequencies tend to drift away from their
equilibrium values. This problem was investigated by Kimura, Maruyama
and Crow (1963) who showed that in very small populations the load is
considerably larger than in a large population.
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The segregational load

This load arises when the optimum genotype is not fixable, The
most important example is overdominance. Consider a random mating
population and suppose thata pair of alleles A, and A4, are segregating with
respective frequencies p and g(=1—-p). Let 1 —s,, | and 1 —5, be the
relative fitnesses of the three genotypes A, 4,, 4, 4, and 4,4, respectively,
so that s5; and s, are the selection coeflicients against two homozygotes,
A, A, and A,A,. Asshown already (see equations 6.9-6.12), the equilibrium
frequency p=s,/(s, +5,) is stable if 5, > 0 and 5, > 0. Then, substituting
this in equation 5.10a and noting w,, = |1, we obtain for the segregational
load

L, =5,5,/(s, +5,). (6.17)

Since the selection coefficients s, and s, are ordinarily expected to be
much larger than the mutation rates, the segregational load due to
overdominance is also expected to be much larger per locus than the
corresponding mutational load. When multiple overdominant alleles A4,
Aj,..., A, aresegregating, and if all the heterozygotes have the same fitness
but homozygote AA; has the relative fitness 1 —5; (i=1, 2,...,n) as
compared with the fitness of the heterozygotes, then the segregational load
becomes L, =3/n, where § is the harmonic mean of the n selection
coeflicients (see Crow and Kimura, 1970, p. 305: Kimura and Ohta, 1971b,
p- 56). Then, il n is large, the load can be small. However, in a [inite
population, this number is limited by random drift even if an infinite
sequence of mutnally heterotic alleles may be produced by mutation.
Kimura and Crow (1964) investigated the effective number of overdominant
alleles under a given mutation rate and effective population size, using the
diffusion equation method and assuming that whenever mutation occurs, it
leads to a new, not pre-existing overdominant allele. They arrived at the
conclusion that overdominance is not very efficient as a mechanism for
keeping a large number of alleles per locus in a finite population, and that
the load per locus due to overdominance becomes sufficiently large thatitis
unlikely that a very large number of segregating loci can be maintained each
with a significant overdominance effect (assuming independent multipli-
cative effect to individual loci on total fitness). As I discussed in chapter 2, to
avoid the difficulty of the heavy segregational load, models assuming
truncation selection were proposed by King (1967), Sved, Reed and Bodmer
(1967) and Milkman (1967). Essentially the same type of models but with
some refinement were again invoked by Sved (1976), Milkman (1978) and
Wills (1978) to explain the maintenance of protein polymorphisms by
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overdominance. They assume that the fitness character is proportional to
the number of heterozygous loci, and argue that truncation selection or a
reasonable deviation from it, in conjunction with ‘soft selection’ can avoid
the difficulty of the heavy load and still maintain polymorphism at
thousands of loci. In particular, Wills (1978) uses the term ‘rank-order
selection’ to designate the type of natural selection involved. He assumes
that the fitness potential is directly proportional to the average heterozy-
gosity, and that fitness itself is determined by the relative ranking of the
organism’s fitness potential and by the severity of the environment. He
claims that rank-order selection is capable of maintaining all genetic
polymorphisms. According to his treatment, the number of polymorphisms
that can be retained at a particular selective equilibrium increases as the
square of the population size. It is highly unrealistic, I think, to assume, as
Wills does, that rank-order selection based solely (or predominantly) on the
number of heterozygous sites in the genome, even including the length
polymorphism in the non-transcribed spacer regions of Xenopus rRNA
genes (Reeder et al, 1976), is constantly at work to shape the genetic
structure of natural populations. One needs unconditional faith in the
benefit of heterozygosity per se to maintain such a view. The paucity of
overdominance variance as compared with additive genetic variance in
viability in various populations of Drosophila melanogaster (Mukai, 1977),
among other things, speaks strongly against such a view (see also section
9.2). Also, the theoretical results suggesting that the level of polymorphisms
increases as the square of the population size simply disagree with
observations (see, for example, Soule, 1976).

Genetic load under frequency-dependent selection

It is often claimed (see for example, Thoday, 1976) that frequency-
dependent selection with minority advantage is not accompanied by any
genetic load. To see if such a claim is generally true, let us consider a simple
model of frequency-dependent selection as shown in Table 6.2, where s, s,
¢, and ¢, are positive constants, and p and g are the frequencies of A, and

Table 6.2. A model of frequency-dependent selection

Genotype A A, AA, A4,
Fitness I =s,(p=¢) l 1 —s,(g—¢,y)
Frequency ” 2pq q
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A,. This model (Kimura, 1960b) is based on the consideration that there are
two environments E, and E, in the habitat of a species and that 4,4,
individuals are well adapted to E; but not to E,, and, similarly A,4,
individuals are well adapted to E, but not to E,. It is also assumed that the
heterozygous (4, A,) individuals are uniformly adapted to both environ-
ments, Under random mating, the mean fitness of the population is

w=1-5p}p—c,)—s5:q°(q—c3), (6.18)
where g =1 —p, and the gene frequency equilibrium is attained if the
average [itnesses of 4, and A, are equal so that

5;plp — €,) =529(¢ — ¢3). (6.19)
To simplify our analyses, we shall assume in what follows that the two
coefficients s, and s, are equal(s, =s,), and they will be denoted by s. From
equation (6.19), the equilibrium [requency can readily be obtained,

p=(—-c)/2—¢, —c3)- (6.20)
In what follows, the hat (") on various symbols means that they represent
equilibrium values. The change of the frequency of A, in one generation is

Ap=spql(l —¢3)—(2 —¢, —cy)pl/w, (6.21)
where

w=1—sp*p—c,) —sq’lqg—c,). (6.22)
From equation (6.21), it is clear that for the equilibrium to be stable, the
condition 2—¢, —¢, > 0 must be satisfied. In addition, 0 <j<lor0 <
1 - p < 1 for a non-trivial equilibrium to exist. Combining these conditions,
we obtain, as the necessary and sufficient condition for the existence of non-
trivial stable equilibrium,

0<ey <
and (6.23)

D<e, <1

The relative fitnesses of A, 4, and A, A, at equilibrium are then

Wyp=1=5(1 —c, N1 —¢; —¢)/2—¢; —¢3) (6.24)
and

Wag =1 =58l =)l —¢; =)/ —cy—¢,). (6.25)
The mean fitness of the population at equilibrium is

Wl =s(l =e, )1 =¢y) (1 =y =€)/ — ¢, —¢3). (6.26)

We now consider the following three cases. First,if ¢, +¢, =1, then all the
genotypes have the same fitness at equilibrium (w,, = |1 =W,;)so that there
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is no load at equilibrium, This corresponds to the case considered in the
previous subsection (see equations 6.13 and 6.13a). Secondly, if 0 <¢, +
¢y < 1, then w,, <1 and w,, < 1, so that the heterozygote has the highest
fitness. This means that 4 and A4, are overdominant at equilibrium. Then
the load is

L=s{1—¢c, )1 —e)(1 —¢; —¢,y)/2—¢, —¢,) . (6.27)
Thirdly, if 1 <¢, +¢;<2, then w,, >1 and W,,>2 so that either
homozygote is more fit than the heterozygote. Therefore, A; and A, show
negative overdominance at equilibrium. What is remarkable in this case is
that, unlike the case of negative overdominance with constant fitnesses, the
equilibrium is stable. Now, let us suppose that ¢, > ¢, so that 4,4, is the
most fit among the three genotypes. Then the load is

L=s[(1 —c;)*(e; +c3 = 1)/ —¢; — €)' )/ Ws. (6.28)
An additional point of interest, as compared with the case of constant
fitnesses, is that the gene frequency at stable equilibrium and the gene
frequency which gives the maximum W are in general different. In fact, the
frequency of A, which maximizes W (see equation 6.22) is

P =03 —23)/(6 —2¢, - 2c,), (6.29)
which is different from p given by (6.20).

Drift and dysmetric load
In the above model of frequency-dependent selection (Table 6.2),
we have seen that in the special case of 5, =35, and ¢, + ¢, =1, all three
genotypes have the same fitness at stable equilibrium, and therefore there is
no genetic load at the equilibrium. In this case, the model reduces to the one
given in Table 6.1. Note that in this special case, the heterozygote is
assumed always to have a fitness exactly midway between the two
homozygotes (case of ‘no dominance’). Even in such a simplified situation,
however, it is unrealistic to assume that the load is non-existent: in nature, it
is likely that the gene frequencies deviate from their stable equilibrium point
due to random drift and this creates a load.
Generally, we can define the drift load by
Ly = [W = E()1/w, (6.30)
where w is the mean fitness in an infinitely large population at equilibrium
and E(w) is the expected value of the mean fitness in a finite population. It

has been shown by Kimura and Ohta (1970) that in the above model of
frequency-dependent selection (Table 6.1), the drift load in a finite popu-
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lation of the effective size N, is

Ly = 1/2N)). (6.31)
What is remarkabile is that this load is independent of parameters a and b,
and depends only on the effective population size. A similar property of drift
load was discovered earlier by Robertson (1970) who showed that, if a pair
of overdominant alleles are segregating in a population of effective size N,
then Ly, = 1/(4N,) independent of the selection coefficients.

One important property of frequency-dependent selection, as we have
shown already, is that the gene [requency at stable equilibrium (p) is not
generally equal to the frequency (p) which gives the maximum mean [itness
w (compare equations 6.20 and 6.29). We shall consider this problem a little
further using the model given in Table 6.1. In this model, the gene frequency
at equilibrium is § = a/b and the corresponding mean fitness is w=1. On
the other hand, the gene frequency which maximizes w is p = 1/4 + a/(2b),
and the corresponding maximum fitness is w_,, = 1 +(2a — b)?/(8b). This
means that natural selection keeps the population fitness short of its
possible maximum value. Thus, we can regard this deficiency of population
fitness as a load. Apparently, J.B.S. Haldane was the first who noticed this
fact. In a personal communication to J.F. Crow (1959, unpublished),

Haldane proposed to call this type of load ‘dysmetric load". So, let us
formally define the dysmetric load by

Ly = (Wpgy — W)/ Wi - (6.32)
In the above model of frequency-dependent selection, we have L, =
(2a — b)*/[8b + (2a — b)*]. Wright and Dobzhansky (1946), using the same
model to analyse the polymorphism involving ST and CH chromosomes in
Drosophila pseudoobscura obtained the estimates a =0.902 and b = 1.288.
Thus, L,,, =0.0252 or about 2.5% for this polymorphism.

Substitutional load

In the process of substituting one allele for another by positive
natural selection (due to a change of environment), elimination of the less fit
allele is involved and therefore a genetic load is created. The concept of
substitutional load originated with Haldane (1957b) who called 1t ‘the cost of
natural selection’. This load has a remarkable property that it is almost
independent of the selection coefficient but is largely determined by the

initial frequency of the mutant allele involved. Since I have already

discussed this topic extensively in chapter 2 in relation to my proposal of the
neutral theory (see, section 2.2), [ shall not repeat it here, except to mention
that the concept is still a controversial one, having been criticized by a
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number of authors. One popular criticism is that the substitution of a more
advantageous allele for a less advantageous one cannot be considered a
load, since the fitness of the species is thereby increased. In my opinion, this
type of criticism overlooks the important biological fact that for each
species the environment, both physical and biotic, is constantly deteriorat-
ing, while advantageous mutants are always very rare at the start. There is
some possibility, however, that under a certain circumstance the amount of
load or cost may not be as large as the Haldane cost principle implies. Nei
discusses this problem from the standpoint of the fertility excess required
for gene substitution (Nei, 1975, pp. 61-66). Various topics relating to the
cost or substitutional load are treated in Crow (1970), Crow and Kimura
(1970, pp. 244-52), Felsenstein (1971) and Kimura and Ohta (1971b,
PP- T2-88).

6.6 Fisher’s model of adaptive process

In order that an organism, or a part, may become well adapted to
a given environment, simultaneous adjustment of various component traits
is required. Fisher (1930b) explains such a process using, as an analogy, the
adjustment of a microscope for distinct vision. This is achieved by slightly
changing various parts independently, such as moving each of the lenses a
little, either longitudinally or transversely, or twisting through an angle,
altering the refractive index, and so on. In more abstract terms, he suggests
that the way in which adaptation proceeds may be represented geometri-
cally. In a space of two dimensions, Fisher's model may be illustrated as in
Fig 6.4. In this figure, the degree of adaptation or conformity is measured
by the distance of a point A (representing the present state) to a [ixed point 0
corresponding to the most fit or optimum state. Any point inside the circle

Fig. 64. Illustration of Fisher's model of adaptive process in a space
of two dimensions.
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passing through 4 and centered at 0 represents a state with superior
adaptation. Il A is shifted through a lixed distance, r, in any direction (by
mutation or recombination), the translation will improve the adaptation if
it carries the point inside this circle, but will impair it if the new position is
outside. If r is very small, we can easily see that the chances of these two
events are approximately equal. This means that the chance of improve-
ment in adaptation approaches the limiting value 1/2 as r goes to zero. On
the other hand, if r is greater than the diameter (d) of the circle, the chance of
improvement is zero. A similar argument can be made in a space of three
dimensions, and in this case, according to Fisher, the probability of
improvement is (1 —r/d)/2 for 0<r<d It is desirable to obtain the
probability of improvement when the number of dimensions is large, for
adaptation usually involves conformity in a large number of respects.
According to Fisher, when the number of dimension (n) is large, the
probability of improvement is

2= 1 = -4312 44
P= e L e M2d;, (6.33)
where x = r./n/d.

Fig. 6.5. Relationship between the probability of improvement p
(ordinate) and the magnitude of change x (abscissa) where x = r\/ n/d
and n is the number of dimensions.
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I have worked out the same problem using multi-dimensional geometry,
and obtained the result that,for 0 £ r/d < 1, the probability of improvement
is

p=3L0/2.1/2), (6.34)

where z=1 —(r/d)* and v =n— 1. In this formula, the function I(--)is
given by the ratio.

I (a, b) = B {a,b)/B(a,b), (6.35)
where

Bla,b)= J. Y1 =xP"'dx (6.36)

o

is the incomplete beta function of the first kind, and B(a, b) is Euler's beta
function. It can then be shown that if v=n —1 is large, (6.34) can be
approximated by (6.33). Useful formulae relating I.(,) are found in
Abramowitz and Stegun (1964). Also, the incomplete beta function is
tabulated extensively by Pearson (1934). In Fig. 6.5, the relationship
between the probability of improvement (p) and the magnitude of change
(x) is illustrated by the solid curve for n = oo and broken curve for n=9.
Note that Fisher's formula (equation 6.33) gives a good approximation
already for a space of nine dimensions.

6.7 Relation between phenotypic selection and genotypic selection

A general formulation

In order to assess how extensively random drift operates in
evolution, it is essential for us to know how much selection is induced

Fig. 6.6. An example of a set of frequency and fitness functions. The
frequency function (broken curve) has a mean M and variance ¢*. The
fitness function (solid curve) takes its maximum value at X = Xop:
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among alleles at individual loci under a given intensity of overall
phenotypic selection. Let us consider a quantitative character, such as
height, weight, concentration of some substance, or a more abstract
quantity which represents Darwinian fitness in an important way. We
assume that the character is determined by a large number of gene loci each
with a very small phenotypic effect in addition to being subjected to
environmental effects (the following results also hold if we consider smaller
genetic units such as nucleotide sites rather than conventional gene loci). To
simplify the treatment, we also assume that the genes are additive with
respect to the character. We use the method of Kimura and Crow (1978)
and denote by X the measured phenotypic character with the mean M and
the variance 6%, and by X, the optimum phenotypic value. Let F(X) and
W(X) be the relative frequency and the fitness of individuals with character
value X (see Fig. 6.6).

Consider a particular locus in which a pair of alleles A, and A, are
segregating with respective frequencies 1 — p and p. We assume a random
mating diploid population, and let X, be the average phenotypic value of
A,A; individuals, where i=1or 2, and j=1o0r 2 (X, = X;,).

It is often convenient to measure various quantities related to the
character value in units of the phenotypic standard deviation (g). For this
purpose, lower case letters will be used. Also, unless otherwise stated, we
shall take X,, as the origin so that x=(X — X, )/c. The corresponding
frequency and fitness functions will be denoted by f(x) and w(x). We also
let m=(M~ X, )/o and a;; =(X,;; — M)/a. Note that a; is the deviation
of 4;A; from the population mean in ¢ units.

We assume that the background distribution of the character is the same
among different genotypes at this locus, and that this is given by f(x) with
good approximation, because individual gene effects are assumed to be

Fig. 6.7. Diagram illustrating the meaning of equation (6.37) where a,;
is the deviation of the average phenotypic value of 4,4, individuals
from the population mean in o units.
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extremely small. Let w;; be the relative fitness of 4,4, then

wy= J w(x)f(x — a;;)dx, (6.37)

as illustrated in Fig 6.7. Assuming that a;; is small, we expand f(x — g, in
Taylor series,

fx—ay)= () —ayf &)+ (@afy2)f"(x) - ..., (6.38)
as was done in Kimura and Crow (1978), but here we retain the second-
order term, so that, we get, from equation (6.37),

wyy=bo —ab, +aib,/2, (6.39)
where

B j:w(x}f(x)dx. (6.39a)

b, =J:w1xu'tx)dx. (6.39b)
and

by= I:w(x)j*(x)dx. (6.39¢)

Here, the prime denotes differentiation.

Let us denote by a the effect on the character value x of substituting A,
for A,. Under random mating the frequencies of the three genotypes, A, 4,,
A,A, and A,A,, are respectively (1 — p)?, 2(1 — p)p and p?, where p is the
frequency of 4,. Assuming additive gene effects on x, it is not difficult to
show that a,, = —2ap, a,,=a(l —2p) and a,, =2a(l —p). Then, using
equation (6.39), we can compute the mean fitness of the population, w=
wy (1 = p)* +w,2(1 — p)p+w,, p?, and the mean fitness of 4,, w, =
w,, (1 — p) + w,,p, and they turn out to be as follows.

Ww=by+a’p(l —pb, (6.40)
and

Wy =by —a(l = plb, + a*(1 — plb,/2. (6.41)

The change of the frequency of A, in one generation is given by the
formula

Ap = plwy — W)/, (6.42)

(see, Crow and Kimura 1970, p. 180). Therefore, substituting equa-
tions (6.40) and (6.41) into this formula, and neglecting terms involving a®
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and higher order terms, we obtain
_pl-p
by

This agrees with Bulmer (1971a). Equating this with the standard formula
for the gene frequency change under genic selection, i.e. Ap=sp(l —p)
(see equations 6.3 and 6.4), we obtain

s=—ab, /b, +a’b,(4 — p)/b,, (6.44)
as the selection coeflicient which represents the advantage of 4, over 4,. In
this formula, a is the effect of substituting A, for A, on the character value x.

Ap [ —ab, + a*b,(4 — ). (6.43)

Application to stabilizing selection

Since stabilizing selection is known to be the most prevalent type of
natural selection, we consider the effect of such selection in the following
treatments. More specifically, we assume that the frequency function and
the fitness functions are given by normal distributions,

S = ﬁcm{ ~ (x—m)?/2] (645)
and

wix) = exp ( — kx?). (6.46)
Then equation (6.44) reduces to

5= —mia +(A*m* = J)(} - p)a®, (6.47)

where A = 2k/(] + 2k). An equivalent result was obtained earlier by Bulmer
(1972). Note that if we use the original scale (X), and express the density
function of the frequency distribution of the character by F(X)=
[1//(@ra)]exp[ — (X — M)*/(26?)], the fitness function by W(X)=
exp[ — K(X = X,,)*], and the effect of allele substitution by A, then the
parameters in equation (6.47) are m=(M — X )/a, A =2Ka?/(1 + 2Ka?),
and a=A/o.

From equation (6.47), it may be seen that if |m|> |a|, that is, if the
deviation of the mean [rom the optimum is much larger than the effect of the
allele substitution, we have s/a ~ — Am so that the situation is similar to
truncation selection (see Milkman, 1978; Crow and Kimura, 1979),
and natural selection acts very efficiently to change the mean toward the
optimum. During this short period of directional selection, extensive shift of
gene [requencies is expected to occur at many loci, but this process itsell will
seldom cause gene substitutions.

If, on the other hand, the mean is at the optimum (m =0), we have
s= — A} — p)a® from equation (6.47). In this case, A, is disadvantageous if
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p < %, but advantageous if p > }. This selection is frequency dependent, and
alleles behave as if negatively overdominant. The change of gene frequency
is then given by Ap = ia’p(1 = p)(p —4) in agreement with Robertson
(1956) and Wright (1935). What is pertinent to our evolutionary con-
sideration is that, here, every new mutation is deleterious, because Ap < 0 if
pissmall Furthermore, if a large number of loci are segregating each with a
very small effect, a is small so that a® is an exceedingly small quantity. This
applies with particular force if we consider individual nucleotide sites rather
than the conventional gene loci, for it has been estimated (Kimura, 1974)
that the average individual in a large mammalian population is likely to be
heterozygous at a million or so nucleotide sites. This result is consistent
with Ohta’s claim (Ohta, 1973, 1974) that the majority of mutants at the
molecular level are nearly neutral but very slightly deleterious.
Furthermore, it can be shown (Kimura, 1981b) that negatively over-
dominant alleles are far more likely to be fixed by random genetic drift than
unconditionally deleterious alleles having the same magnitude of selection
coefficients. Itis interesting and rather unexpected that ‘balancing selection’
at the phenotypic level leads to the unbalance of the polymorphic state of
the genes involved. In this sense the selectionist’s claim of balancing
selection at the molecular level is wrong in its foundation.

Selection intensity

The intensity of natural selection under stabilizing selection can be
measured in terms of the load, L, that is, by the fraction of individuals which
are eliminated in each generation by natural selection due to their
phenotypic values deviating from the optimum. For the frequency and
fitness functions given as equations (6.45) and (6.46), we have

L=1- /(1 — Dexp(—im?)2). (6.48)
For m =0, this reduces to
L=1-/(1-2 (6.49)

In the special case in which the fitness function has the same variance as the
frequency function, i.e. when K = 1/(2¢%) or k=4, we get L~0.293 or
roughly 30%; elimination.

In general, Lis likely to be small for any single character in mammals. For
example, according to Haldane (1959), the intensity of selection acting on
birth-weight of babies through their neonatal mortality is L = 0,027. If L is
small, equation (6.49) may be replaced, with good approximation, by

E=1/2. (6.50)
For A = 0.1, the error involved with this approximation is less than about
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2.5%. Even for A =0.3, the error is about 8%, Thus, equation (6.50) may be
used for all practical purposes.

Connecting total phenotypic selection with selection at an

individual locus

Duringits lifetime, an individual is subject to natural selection on a
large number of quantitative characters, many of which are correlated. Let
us assume, to simplify the treatment, that we can choose a certain number,
say n_, of independent characters, which collectively represent, with a first
approximation, the total pattern of selection. This may be called the total
representative phenotype. Various parameters pertaining to the i-th
character will be expressed by subscript i(i = L2,....n)

Since the total selection intensity is limited, the selection intensity, as
measured by L, to which each component character is subject is expected to
be small, if the number of characters involved is large. Let L be the total
selection intensity, then

(1 =Ly =[]0 - L) (6.51)

50 that

Ly=1 -exp(-—;l.,). (6.52)

To simplify the treatment still further, let us suppose that L, are all equal
among component characters, then L, = —(1/n)log, (1 — L;). The selec-
tion coeflicient per locus (or site) is — 4,(4 — p,)a?, where 4, = 2k /(1 + 2k,).
Noting L; = /2, and dropping the subscript i, we get

s = [log, (1 — Ly)](1 —2p)a*/n,, (6.53)
approximately. In the right hand side of this formula, we note that
a’*/n. = A*/(n_a*), where no? is the variance of the total phenotype,

It may be interesting to inquire how much selection is induced per
nucleotide site, if every site contributes equally to the total phenotype. Let
h, be the average heterozygosity per site, and if we denote by n,,. the total
number of nucleotide sites concerned, then n,, A2k, =n.a?p? where A is
the effect of substituting one nucleotide on a component phenotype and p?
is broad sense heritability. Thus, the coefficient for sta bilizing selection, s,,
as defined by the relation s = — 5,(1 — 2p), turns out to be as follows:

s, = = [log (1 = Ly)Jo?/(n,,ch.). (6.54)

This represents the selection intensity involved in nucleotide substitution
under stabilizing selection (assuming m = 0). To obtain an estimate ol s,, let
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us assume that the average heterozygosity per enzyme locus with respect to
electrophoretically detectable alleles is 0.1 and assume (rather con-
servatively) that in addition there is twice as much heterozygosity with
respect to silent alleles, Then, if the average number of nucleotide sites that
make up a locus is 10°, we get i, =3 x 10™*. Extrapolating this to the total
genome of a mammal with 3.5 x 10 nucleotide sites, the average number of
heterozygous nucleotide sites per individual is n, .k, = 1.05 x 10°. The
total selection intensity cannot be very high for mammals with large body
size. For the human species, Deevey (1960) estimates that throughout its
main course of evolution it had a reproductive pattern such that about half
the children ever born have lived to become sexually mature. Thus, as
typical values of the load for a mammal (such as the human species), we
suppose that L, =0.5. As to broad sense heritability we tentatively assume
that p* =0.5. Then, we obtain s,=3.3 x 1077, which is a very small
selection coefficient for stabilizing selection and shows that the majority of
mutations at the molecular level are nearly neutral but very slightly
deleterious. This allows extensive random drift to operate on them. This is
consistent with Ohta's (1973, 1974) hypothesis of very slightly deleterious
mutations. However, the fitness of the species does not drift downward with
this model the way it does according to Ohta’s hypothesis. Also, in this
view, those genes which are substituted by random drift and those that
are responsible for the phenotypic variability of quantitative traits belong
to the same class. It is possible that many, and even most, of the mutants
affecting a quantitative trait are regulatory rather than structural. DNA
outside the coding region may be more important from this standpoint
than translated DNA. The present analysis agrees with Lande (1980) who
suggests that many polygenic changes can accumulate by random drift
because they have little or not net phenotypic effect. Needless to say, some
sites produce much larger phenotypic effects than others and therefore are
subject to stronger selection. On the other hand, a certain fraction of sites
(presumably a large fraction) produce no phenotypic effects at all, and
therefore are completely neutral with respect to natural selection.

6.8 Behaviour of mutant alleles in a finite population under
stabilizing selection
Probability of fixation of a mutant allele under
stabilizing selection
Before we proceed to the next chapter treating problems on
selective constraint and the rate of evolution, it is desirable to investigate
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how extensively random drift operates under stabilizing selection, the most
prevalent mode of natural selection. This will help us understand parti-
cularly how ‘non-random codon usage’ (see section 7.5) can be explained in
the framework of the neutral theory based on the stochastic theory of
population genetics,

We have shown in section 3.5, that the rate of evolution in terms of mu-
tant substitutions is given by k = 2Nvu (see equation 3.19), where N is the
population size, v is the mutation rate and u is the probability of a single
mutant ultimately reaching fixation in the population. We have also shown,
in the previous section (section 6.7) of this chapter, that every mutation is
slightly deleterious under stabilizing selection. Thus, in order to see the
extent to which random drift operates under stabilizing selection, it is
necessary to investigate the probability (u) of fixation of a mutant allele
under this mode of selection.

We consider a quantitative character determined by a large number of loci
each with a very small effect. Let us assume that a pair of alleles 4, and A4,
are segregating at a given locus, with relative frequencies, | —pand p,ina
random mating, diploid population. In the following, we assume that A, isa
mutant allele produced from 4,. We denote by N the number of individuals
composing the population, and by N, the effective size (for the meaning of
N, see section 3.3; roughly speaking, N_ is equal to the number of breeding
individuals in one generation). This number is likely to be considerably
smaller in most cases than the census number N.

As shown in the previous section, if the frequency function and the fitness
function are given by normal distributions (with equations 6.45 and 6.46),
and if a is the effect of substituting A, for 4,, then (see equation 6.47), we
have

s=p, —B,(1-2p), (6.55)
where f, = — Ama and B, = A1 — im*)a*/2, in which 4 = 2k/(]1 + 2k).
Disregarding mutational change for a moment, let us denote the
frequency of A4, by x (this should not be confused with x in the previous
section, where x is used to represent the character value in ¢ units), Then,
the mean and the variance in the change of x during one generation are
M, = [B, = By(1 = 2x) ]x(1 — x) (6.56)
and
Vix = x(1 = x)/2N ). (6.57)
Let u(p) be the probability that A, eventually becomes fixed in the
population (i.e. reaches 100% in frequency), given that its initial frequency is
p. Then, u(p) can be expressed in terms of M,_and V;, by using a general
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formula for the probability of fixation obtained by Kimura (1962), namely,
by

P 1
u(p) = L Gix)dx / J‘o G(x)dx, (6.58)
where
{-2 [
G(x)=exp< —2 dx . (6.59)
Vis

(see p. 424 in Crow and Kimura, 1970, or p. 173 of Kimura and Ohta,
1971b).

We are particularly interested in the probability of fixation of 4, when it
is initially singly represented in the population. This probability, which is
denoted by u, is given by u(p) with p=1/(2N). We then obtain

1

A , (6.60)
ZNJ- exp[ — B,x + Byx(l — x)]dx
[1]

where B, =4N _f, and B, =4N_f,.

In the above treatment, we have assumed that m, the deviation of the
mean from the optimum [see Fig. 6.6, and note m = (M — X )/o], remains
unchanged throughout the process, This assumption appears to be
unrealistic, because, if m # 0, one should expect that |m| tends to be reduced
by the directional component of selection much more rapidly than the
mutant gene drifts toward fixation. There is an important possibility,
however, that this change is opposed by mutational pressure so that m
remains constant under continued stabilizing selection, although |m| at
equilibrium is likely to be small. This occurs when the optimum and the
mutational equilibrium point do not coincide. We shall assume such a case
when we discuss the problem of ‘non-random’ synonymous codon usage in
the next chapter.

We have already seen that the selection which acts on the mutant allele is
frequency dependent and that alleles behave as if negatively overdominant.
This suggest that mutants under stabilizing selection are far more likely to
be fixed by random drift than unconditionally deleterious mutants havinga
comparable selection coeflicient. To show that this is indeed the case, I list
in Table 6.3 some examples of the probabilities of fixation (u) for these two
cases. In the case of stabilizing selection, we let m = 0 and denote ia?/2 by
s, (meaning selection coefficient for stabilizing selection), so that Ap=
—5,p(1 — p)(1 — 2p). For the unconditionally deleterious case, we denote the
selection coefficient against A, by —s'(s' > 0), so that the probability of
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fixation is given by
u=_S§"/[2N(e* - 1)], (6.61)

where §' =4N s’ (see p. 426 of Crow and Kimura, 1970). In both cases, u is
tabulated (Table 6.3) taking the probability of fixation of the completely
neutral case as the unit, i.e. it is expressed as a multiple of u, = 1/(2N). Itis
clear from this table that there is an enormous difference in fixation
probability between the two cases, and that under stabilizing selection,
extensive neutral evolution is possible even when 4N _s, is 8 or more. For
B=4N_s, >8, it can be shown that u/u, = /(B/x)exp( — B/4).

Gene frequency distribution

Let us now incorporate mutational pressure and investigate the
probability distribution of allelic frequencies at statistical equilibrium
attained under stabilizing selection in a finite population. We denote by
¢(x) the probability density such that ¢(x)dx represents the probability that
the frequency of A, in the population lies in the range x ~ x + dx, where
0 <x < 1. We assume reversible mutations between the two alleles, and let
vy be the mutation rate from A, to 4,, and let v, be the rate in the reverse
direction. Then the mean and the variance in the change of A, in one
generation are

M, =[B, — B:(1 —2x)]x(l — x) — v;x +v,(1 — x) (6.62)
and

Ve = x(1 — x)/(2N,). (6.63)
We use Wright's (1938) formula for the steady state gene frequency

Table 6.3. Relative probability of fixation (ujuy) of a negatively
overdominant mutant and that of an unconditionally deleterious
mutant, where u, is the probability of fixation of a completely
neutral mutant. In this table, S stands for 4N s, for the
negatively overdominant case and 4N s’ for the unconditionally
deleterious case.

§ Negatively overdominant Unconditionally deleterious
0 1.00 1.00

1.0 0,84 0.58

8.0 023 27x 1072

16.0 0,042 L8 x 10=%

200 0.017 41x10""

300 0.0017 28x10°12
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distribution, that is,
C M
Plx) =—exp {2J—£dx}, (6.64)
Vi Vix

where the constant C is determined so that

1
I Plx)dx=1. (6.64a)
1]
(see pp- 434-435 of Crow and Kimura, 1970). Then we obtain
lﬁ(I} =C e!,:-!;ql -:le", - lu =1 x)l"x-l‘ (665)

where B, =4N_8,, B, =4N_B,, V, =4N,v, and ¥, =4N_0,.

The probability of A4, being temporarily fixed in the population may be
obtained by integrating ¢(x) from 1 —1/(2N) to 1, and we obtain, with
sufficient accuracy,

f2=Ce"/[V,2N)"2]. (6.66)

Fig. 6.8. Probability distribution (¢) of the frequency (x) of allele A,.
The solid curve represents the distribution under stabilizing selection
with ¥, =V¥; =4 x 1073, B, =0.847 and B, = 2 (see equation 6.65).
The distribution is restricted to the cases in which both A, and 4,
coexist in the population (0 < x < 1). Actually, for the set of
parameters given above, the allele A, is either fixed in the population
(x=1) or lost from it (x =0) in the great majority of cases. The
symmetrical broken line represents the completely neutral case

(B, = B, =0) under the same mutation rate and population size

(¥, =V, =4 x 10™?). Horizontal arrows indicate that during

the long course of evolution, turnover from one fixed state (say, 4,
fixed) to another (4, fixed) occurs via polymorphic states.
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Similarly, the probability of A, being temporarily fixed in the population
(Le. A, lost) is

fi=C/v@QN"]. (6.67)
Then, the ratio of f, to f, is
[l fy =™V, [V;)2N)" 72, (6.68)

We shall be mainly concerned, in this book, with the situation in which
both ¥, and ¥V, are much smaller than unity, and alleles are fixed most of the
time. This situation is particularly pertinent when we consider an individual
nucleotide site rather than a conventional gene locus, because the mutation
rate per site must be of the order of 10™® rather than 107*,

As an example, let us consider a site for the third position of a codon. We
group the four bases into two classes, denoting bases Aand Uas A4,,and C
and G as A,. Then, there are two alleles at this site and the distribution of
the frequency of A, is given by equation (6.65). Let us assume that the
mutation rates are equal in both directions with v, = v, = 107 * per genera-
tion, and that the effective population size is a hundred thousand (N, = 10°)
so that ¥, =¥, =4x1077, Under such conditions, the alleles are
predominantly in the fixed state. Let us further assume that fixation of A,
occurs more frequently than A, with the ratio f,/f, =~ 7/3 as in hemoglobin
genes. This leads to B, =log,(7/3) = 0.847 from equation (6.68). As to the
effect of a single mutant substitution, we assume a small value, a = 10" * so
that a* = 10 %, This corresponds to 3 x 10* protein-coding genes with an
average heterozygosity of 0.17 per locus and a broad sense heritability (p?)
of 50%. As to the intensity of stabilizing selection for optimizing the codon
usage (see section 7.5) with respect to change at the third codon positions
(which are mostly synonymous), its intensity, if any, must be rather small.
So, we assume L=0.05(1/10 of the total load) so that A =0.1. Noting that
im* €1, we get B, =4N_B, ~4N _jia*/2=2. Fig 6.8 illustrates the fre-
quency distribution of the allele A, for unfixed classes (0 < x < 1), assuming
these parameters.

7

Molecular structure, selective constraint
and the rate of evolution

7.1 Conservative nature of mutant substitutions

It has been known, since the early work of Zuckerkandl and
Pauling (1965), that in protein evolution, amino acids which are similar in
structure and chemical properties are substituted more frequently than
dissimilar ones. They considered that such ‘conservative’ substitutions are
likely to cause only a small change in the function of the molecule, and are
therefore more likely to be ‘adopted by natural selection’. They noted,
however, that ‘apparently chemists and protein molecules do not share the
same opinion’ regarding what are the most prominent properties of a
residue.

So, they assumed that the best criterion for conservatism of a substitution
is a high frequency of occurrence during protein evolution. One shortcom-
ing of such a criterion is that arguments easily become circular.

1t is desirable, therefore, to use a more objective measure of amino acid
similarity, and then investigate whether there is a positive correlation
between such similarity and the frequency of evolutionary substitution.
Another point about which we have to be careful in such an analysis is that
the genetic code has the property, already noted by Zuckerkandl and
Pauling (1965), that a single base substitution often leads to a similar amino
acid or to a synonymous codon, In other words, the code itself predisposes
to conservative mutational changes, Epstein (1967) seems to be the first to
have investigated the conservative nature of substitutions by using an
objective index to represent the difference between a pair of amino acids.
His index (called the coefficient of difference) is based on polarity and size
differences, and he compared its distribution for amino acid substitutions in
homologous proteins (subtilisin, « and # hemoglobins, cytochrome c,
ribonuclease etc.). The results of his study showed that for all the observed
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comparisons of homologous proteins, the values of the coefficient of
difference were considerably lower than could be accounted for by ‘random
mutations’, even if the conservative nature of the genetic code is taken into
account.

Later, Clarke (1970) made a similar study employing Sneath's (1966)
index (D) of chemical dissimilarity between amino acids and using
Dayhofl's data on the relative frequencies of amino acid substitutions (sce
Dayhoff and Eck 1968). Taking into account the differences in frequencies
and in probabilities of mutational changes (i.e. differences in the number of
synonymous codons among amino acids), he found a statistically
significant negative correlation between the frequency of substitutions (R)
and the chemical dissimilarity (D). This indicates that amino acid sub-
stitutions which are accompanied by small chemical changes occur much
more frequently in evolution than those accompanied by large ones.
He also found that the average substitution rate is only about one-
ninth the maximum substitution rate, which occurs at D= 0. He claim-
ed that these observations invalidate several ‘less critical’ studies of pro-
tein evolution (in which he includes King and Jukes, 1969 and possibly
Kimura, 1968a, 1969a). According to him, 85-90% of mutations causing
amino acid changes are disadvantageous, but this is based only on one kind
of selective constraint. In reality, he notes, there are many others, such as
limitations imposed by the kind of protein, by the position of the amino acid
in the protein, and by the type of organism in which the protein is found,
and, when all such factors are taken into account, “the average proportion
of ‘neutral’ mutations will be nearer 0.1 per cent than 10 per cent”. Jukes and
King (1971), in their rebuttal to Clarke, questioned the validity of his
statement and also pointed out that if selectively neutral and nearly neutral
changes are common in evolution, one should expect exchanges between
chemically similar amino acids to occur more frequently than those
between dissimilar ones (in agreement with observations). On the other
hand, they said, for positive Darwinian evolution to occur, there must be a
difference in the function of the changed protein, and one should expect to
find radical changes favored over conservative ones. Clarke (1971) in turn
replied, referring to Fisher (1930b) who showed that a smaller mutational
change has a higher chance of being advantageous (see, section 6.6 in the
previous chapter), saying that Fisher demonstrated that selection is very
unlikely to favor extreme changes, It seems to me that Clarke overlooked
the point that mutations, if their effects are very small, are likely to have very

small selective advantages and therefore have correspondingly small
probabilities of fixation, i.e. lower chances of spreading through the species.
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As Ishall explain later, this means that Fisher’s argument can not be used to
explain in selectionist terms the observation that the smaller the dissimi-
larity between the amino acids, the higher the rate of their substitutions in
evolution.

From the standpoint of the neutral theory, the nature of conservative
substitutions can readily be explained by noting that the smaller the
difference between two amino acids, the higher the probability that they are
selectively equivalent rather than the mutant being harmful. (The neutral
theory in its strict form assumes that none is beneficial) Therefore, the
probability of an interchange being selectively neutral is higher between
more similar amino acids, and therefore evolutionary substitutions of such
amino acids should occur more frequently by random genetic drift. In terms
of equation (5.1), the fraction fj is larger for mutations leading to a more
similar amino acid.

Sometimes the neutral theory is misunderstood to mean that sub-
stitutions of various types of amino acids should occur equally frequently
(for which the term ‘randomness’ is commonly applied), and the observed
pattern of inequality (‘'non-randomness’) is claimed to be inconsistent with
the neutral theory. For example, Grantham (1974) claims that the
controversy with respect to the mechanism of molecular evolution is
essentially the controversy between ‘randomness and physicochemical
determinism’, and he identifies the neutralist with ‘randomness proponent’.
To investigate the conservative nature of amino acid substitutions,
Grantham (1974) introduced a formula to represent the physico-chemical
difference between amino acids similar to what has been done by Epstein
(1967) and Clarke (1970). His formula for D, giving the distance between
two amino acids i and j, is based on three properties, polarity, volume and
composition, where composition is defined as the ratio of atomic weights of
noncarbon elements in end groups or rings to that of carbons in the side
chain. He then investigated the correlation between D; and the relative
substitution frequency (RSF) as given by McLachlan (see Table Al in
Appendix of McLachlan, 1972). It turned out that linear regression of log
RSF on D values gave a correlation coefficient of — 0,72 which represents a
much stronger negative correlation than those obtained by using the
Sneath difference and Epstein formula. His conclusion, however, agrees
with the previous work in showing that fixation of mutations between
dissimilar amino acids is generally rare.

More recently, Miyata et al. (1979) proposed a simple distance measure
based only on polarity (p)and volume (v), each weighted by the reciprocal of
their standard deviations, ¢, and ¢,. According to them, if we treat only



152 Structure, constraint and rate of evolution

amino acid substitutions that can be attributed to single step mutations,
their distance measure gives a high negative correlation with the observed
substitution rate, showing clearly the conservative nature of substitutions
in evolution. They also examined data on abnormal human hemoglobins,
and found a positive correlation between the frequency and amino acid
difference. This is understandable since in the case of abnormal hemoglobin
variants, amino acid substitutions causing more severe pathological effects
are more likely to be detected and described.

The conservative nature of amino acid substitutions has also been
investigated by Bogardt et al. (1980) for the mammalian myoglobins. Using
a*structural discriminate function” (D ) based on four properties of amino
acids, volume, polarity, isoelectric point and hydrophobicity, and making a
residue-by-residue comparison of the known mammalian myoglobins, they
found that amino acid substitutions which are compatible with the
retention of the original conformation of the protein appear to be favored in
evolution. In particular, they found that the coefficient denoted A, which is
essentially the average D ; value per amino acid site, is larger for the external

Fig. 7.1. Relationship between physico-chemical difference (X) and
relative substitution frequency (¥) of amino acids in protein evolution.
Observed values are plotted with solid dots, and the exponential
function (Y = 2.22e ~%-376¥) fitted to the observations is shown by the
curve. The triangle on the Y-axis represents the expected frequency of
synonymous substitutions estimated by using values obtained through
comparative studies of the nucleotide sequences of hemoglobins. For
details, see text.
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residues than for the interior ones, suggesting that exterior residues allow
less conservative (i.e. more radical) substitutions. This is easily understand-
able because in the functionally less important (exterior) part of the
molecule, more diverse amino acids can be tolerated without impairing its
working (i.e. can become selectively equivalent or neutral). They consider,
however, that the majority of ‘neutral’ amino acid substitutions are the
result of ‘selective fixation of acceptable alternative stabilizing mutations’.
As | have shown in the previous chapter (see section 6.8), extensive neutral
evolution can occur under stabilizing selection, but evolutionary mutant
substitutions involved cannot be called ‘selective fixation’, because fixation
of mutants is caused by random drift rather than by selection. In fact, the
selection invoived is extremely weak negative selection so that random drift
can easily override it.

In order to examine in more detail the conservative nature of amino acid
substitutions from the standpoint of population genetics, | constructed a
graph (Fig. 7.1) showing the relationship between the physico-chemical
difference and the relative frequency of amino acid substitutions. In this
figure, the abscissa (X) stands for Miyata et al’s (1979) distance and the
ordinate (Y) represents the relative frequency of amino acid substitutions as
listed in Table Al of McLachlan (1972). This is based on comparison of 17
homologous families of proteins, including 13 hemoglobins, 8 cytochromes
¢, 14 antibody light-chain variable regions, etc. It appears to be the most
extensive compilation of amino acid substitution frequencies available so
far. Note that the substitution frequencies here are normalized by taking
into account the fact that different amino acids have different frequencies of
occurrence. In Fig. 7.1, observed values are shown by dots and an
exponential function ¥(X) = Ae®*fitted to these observations is shown by a
solid curve. Although there are 190 combinations (amino acid pairs)
between 20 amino acids, 1 have chosen only 75 pairs which involve single
mutational steps, that is, pairs which can be mutually converted on the code
table through single base substitutions. Also, in fitting the exponential
function Y= Ae®* (or, equivalently, the linear function In Y=In 4 + BX)
to the data, I excluded one pair (Cys«+ Phe; the open circle in Fig. 7.1) for
which no observation is recorded in McLachlan's table Al, The linear
regression of In Y on X turned out to give B = — 0.376 + 0.04 for the slope
and In A =0.797 £ 0.09 for the intercept. The correlation coefficient is
—(.742 and the mean value of X is X = 1.93, The relative frequency which
corresponds to the average distance between members of a substituted pair
of amino acids is Y(X)=1.07 and this is less than half of Y(0)=222.

It is interesting, particularly from the standpoint of the neutral theory, to
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inquire if the relative (requency extrapolated at X =0 is consistent with
what would be expected from synonymous substitutions (which do not
cause amino acid changes). For this purpose, we first estimate the ratio,
which we shall denote by Rg,, of synonymous to amino acid altering
substitutions per site per equivalent mutational input using data obtained
through comparative studies of nucleotide sequences. As explained in the
last subsection of chapter 4, the estimated number of substitutions due to
synonymous changes at the third position of the codon is given by K. We
note that about (1 + 1/3)/2 or 2/3 of random nucleotide substitutions at
the third position of the codon are synonymous, because, for a given
combination of bases in the first and second positions of the codon, a
change at the third position is completely synonymous in about half
the cases, but only partly synonymous (purine«—purine or
pyrimidine«— pyrimidine) in the remaining hall. On the other hand, a
nucleotide substitution either at the first or the second positions of the
codon almost always leads to an amino acid change. Therefore, the
expected value of Rg, may be estimated by the ratio of K /(2/3) to
(K, + K,)/2, namely, by 3K /K, + K,). We use values listed in Table 4.8
on hemoglobins (which show standard amino acid substitution rates) but
exclude comparisons involving the abnormal « — 3 (a "dead gene’) and the «
vs. f comparison (which is too remote to estimate Kj accurately). The
estimated value of 3K:/(K, + K,) turned out to be 443 + 1.64. If we
multiply this by Y(X), it should give a rough estimate for the synonymous
substitution rate to be plotted on the Y-axis in Fig. 7.1. This gave 4.7 + 1.8,
indicated by the open triangle in Fig 7.1. Although this is considerably
larger than Y(0) =222, considering a large statistical error of this
estimation procedure, we may conclude that the data on synonymous
substitution are consistent with the protein data in regard to the
relationship between the rate of evolution and the magnitude of change,
namely, the smaller the mutational change, the higher the evolutionary rate
in terms of mutant substitutions,

From the standpoint of the neutral theory, this can readily be explained
by using equation (5.1), i.e. k = vy f,,; the probability (f,) of a mutational
change being selectively neutral becomes larger if the amino acid replace-
ment involved is associated with a smaller physico-chemical difference, and
therefore k becomes larger.

Let us now investigate what relation should be expected between k and x,
where x is the magnitude of a mutational change, if we assume that mutant
substitutions are caused exclusively by positive Darwinian selection. Under
this assumption, k is proportional to the product P (x)u,(x), where P, (x)is
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the probability that a mutation with the cffect x happens to be selectively
advantageous and u,(x) is the probability of such a mutation ultimately
becoming fixed in the population,

If we assume that the selective advantage s is proportional to x, then u,(x)
o 2x because u == 2sN_/N as shown in equation (3.21). As to P (x), we follow
Fisher (1930b) and assume that it is given by equation (6.33), namely, P (x)
decreases as x increases (see Fig. 6.5). Then

kot 2xP, (x) (7.1)

and this is illustrated in Fig. 7.2. Unlike the observation illustrated in
Fig. 7.1, this curve is bell-shaped, with the maximum evolutionary rate
occurring for an intermediate mutational effect, contrary to the claim of
Clarke (1971). Note that even if mutations having smaller effects have a
higher chance of becoming advantageous as Fisher (1930b) showed, the
selective advantage of such mutations must be correspondingly small. In
the case of ordinary phenotypic characters (‘quantitative characters), there
will be an additional factor to be considered, namely, mutations having
small phenotypic effects may occur more frequently than those having large
effects. In the case of molecular evolution, this last factor can be eliminated,
as we have done above, by taking into account the difference in the
frequencies of amino acids and/or difference in the numbers of synonymous
codons among different amino acids.

It might be argued that the selective advantage (s) may not vanish even

Fig. 7.2. Relationship expected between the magnitude of mutational
change x (in an arbitrary unit) and the relative evolutionary rate k (in
terms of mutant substitutions), if the mutant substitutions are caused
exclusively by positive Darwinian selection.
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when the mutational effect (x) reduces to zero;rather, it converges to a certain
positive value s, which is much larger than 1/2N,). If this is the case, P,(x)
should be close to 1/2 for x 2 0, that is, the synonymous mutations should
have definite selective advantage in 50% of cases. Then, f, =0.5and 5, = s,
in equation (5.2), and we have k = 2N s, v, for synonymous substitutions.
This means that k is much larger than the total favorable mutation rate u;.
This is in sharp contrast to the neutralist prediction that, in general, k is
smaller than v, even if k may be reasonably close to ;. As we shall show in
section 7.3 of this chapter, synonymous substitutions are characterized by
the remarkable property that not only their rates are high but also they are
roughly equal to each other in different genes even when their amino acid-
altering substitution rates are very different. This is much more consistent
with the neutral theory than the selectionist interpretation.

72 Molecular structure and selective constraint

Along with the conservative nature of mutant substitutions in
molecular evolution (as was discussed in the previous section), it has
become increasingly evident that functionally less important molecules or
parts of a molecule evolve (in terms of mutant substitutions) faster than more
important ones. Among the proteins so far investigated, the highest rate is
represented by fibrinopeptides (see Table 4.1). They have an estimated
evolutionary rate of 8.3 x 10™° per amino acid site per year, although a
lower estimate 4.5 x 107 has also been obtained (Barnard et al, 1972). On
the other hand, the lowest evolutionary rate is represented by histone H4
with a rate 0.008 x 10~° per amino acid site per year. This rate may be
obtained immediately by noting the well-known fact that histone H4
(consisting of about 100 amino acids) of pea plants differs from that of calf
thymus by only two amino acid replacements (see Isenberg, 1979), and by
assuming that the plants and animals diverged some 1.2 billion years ago.

It is interesting to note that fibrinopeptides, the most rapidly evolving
molecules, have little known function after they become separated from
fibrinogen in the blood clot. Needless to say, fibrinopeptides are not
completely inert but have a demonstrable physiological action. However,
this action is attributable to a small portion of the peptide (Laki, 1965) so
that the rest of the molecule is free to change. We shall discuss this problem
again later.

The relationship between the functional importance (or more strictly,
functional constraint) and the evolutionary rate has been beautifully
explained by Dickerson (1971) as follows. In fibrinopeptides, virtually any
amino acid change (mutant substitution) that permits the peptides to be
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removed is ‘acceptable’ to the species. Thus the rate of evolutionary
substitution of amino acids may be very near the actual mutation rate,
Hemoglobins have the definite function of carrying oxygen so that
structural requirements are more restrictive than for fibrinopeptides, with
the result that the evolutionary rate is lower. Cytochrome c interacts with
cytochrome oxidase and reductase, both of which are much larger than it,
and there is more functional constraint in cytochrome c¢ than in hemo-
globins. Thus it has a lower evolutionary rate than hemoglobins. Histone
H4 binds to DNA in the nucleus, and it is quite probable that a protein so
close to the genetic information storage system is highly specified with little
evolutionary change permitted over a billion years. From the standpoint of
the neutral theory, these observations can be interpreted as follows. The
probability of a mutational change being neutral depends strongly on
molecular constraint. If a molecule or a part of a molecule is functionally
less important, then the probability of a mutational change in it being
selectively neutral (i.e. selectively equivalent) is higher. In other words, the
same job can be done equally well by a variety of amino acids. Thus, the rate
of evolution in terms of mutant substitutions by random drift becomes high.

Also, if a molecule is exposed less to natural selection, the probabilityof a
mutation in it being selectively neutral is higher. The observation that the &
chain of hemoglobin A,(x,4,), which forms the minor component of adult
hemoglobin, shows a higher evolutionary rate and a higher level of
polymorphism than the § chain which forms the major component A(x,8,)
fits to this picture (Boyer et al., 1969).

The evolutionary rates differ not only for different molecules but also for
different parts of one molecule. As an example, let us take hemoglobin, one
of the proteins whose structure is best known. There are several helicaland
non-helical regions, and as with other globular proteins, the inside of the
molecule is filled with hydrophobic amino acids and is relatively con-
servative in evolution. Particularly, the heme pocket is known to play an
extremely important role in the normal functioning of the molecule, and
replacements of amino acids in this part tend to cause abnormalities such as
unstable hemoglobin (Perutz and Lehmann, 1968). On the other hand,
amino acids at the surface usually play no special role in the function, and
substitutions of mutant amino acids in this part often show no clinical
symptoms in heterozygous condition in man.

In order to compare evolutionary rates in these two parts, we analysed
(Kimura and Ohta, 1973) sequence data for the « and f§ chains mainly
among mammals. The results showed that in both chains the evolutionary
rates at the surface are almost ten times higher than in the heme pocket
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(Table 7.1). In addition, it is known (Jukes, 1971) that two histidines binding
to the heme in the globin molecule are almost completely invariant. [n other
words, almost no mutant substitutions seem to have occurred in these two
histidine positions in the entire history of vertebrate evolution extending
some 500 million years and including a great many lines. The opossum a
globin which was sequenced by Stenzel (1974) and which was discussed in
chapter 4 must be a rare exception. The Perutz model of hemoglobins (see
Perutz and Lehmann, 1968) helps us greatly to interpret such observations
in terms of the structure and function of these molecules. More generally,
according to the oil drop model of globular proteins (see Dickerson and
Geis, 1969), the inside of a molecule is filled with non-polar (hydrophobic)
amino acids, while the surface parts are occupied by polar (hydrophilic)
amino acids. The functionally vital ‘active center” is located inside a crevice,
and the rate of evolutionary substitutions of amino acids in this part is
expected to be very low due to stringent constraint. On the other hand, the
surface parts are usually not very critical in maintaining the function or the
tertiary structure, and the evolutionary rates in these parts are expected to
be much higher, due to the possibility of a higher fraction of mutations
being selectively neutral

It might be argued that the difference of the evolutionary rate in different
parts of the molecule is due to a difference in the mutation rate rather thana
difference in selective constraint. That this is not the case is evident from an
extensive study of hemoglobin variants in human populations. Vogel (1969)
analyzed the distribution of amino acid replacements in the « and f chains
using reported hemoglobin variants in human populations. He obtained a
result suggesting that there are no codons within the x and f cistrons with
an increased tendency to mutate. It appears as if mutations occur in the
functionally rigid heme pocket just as frequently as in the functionally less

Table 7.1. Comparison of evolutionary rates
between the surface and the heme pocket in the «
and  hemoglobin chains. The listed values
represent the rates of amino acid substitution

in units of 10~ °/amino acid/year (' paulings).

Region Hemoglobin a Hemoglobin f
Surface 1.35 273
Heme pocket 0.165 0.236

After Kimura and Ohta (1973).
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rigid surface parts. Particularly noteworthy in this context is the fact that
hemoglobin M variants are reported from various parts of the world. These
variants represent the replacement of tyrosine for one of the two histidines
that are linked to the heme, and they cause hemoglobin M disease. These
variants are rare, but they are by no means excessively rare compared with
other hemoglobin variants. Even within Japan, all the four types of
hemoglobin M variants have been found (for details, see Yanase 1971).
They are callled M Osaka (x58, His — Tyr), M Iwate (x87, His— Tyr), M
Kurume ($63, His— Tyr) and M Akita (892, His— Tyr).

The reason that these two histidine sites are invariant in evolution is that
mutations at these two sites are highly deleterious or practically lethal in
homozygous conditions, even if heterozygotes survive. It is known that
about 30%, of the hemoglobin molecules of the blood of M Iwate and other
Hb M heterozygotes are abnormal (Met Hb); the rest are normal (Shibata
et al, 1966). Thus, heterozygotes would be expected to be selectively
disadvantageous and these mutants have almost never been able to spread
through vertebrate species in their course of evolution. Similarly, according
to Hayashi and Stamatoyannopoulos (1972), the penultimate tyrosine at
position HC2 in vertebrate hemoglobins is evolutionarily invariant. They
studied chemical properties of the variant Hb Bethesda and Hb Rainier, in
which this tyrosine is replaced respectively by histidine and by cysteine in
the f§ chain. They found that, as expected from the Perutz model, these
substitutions are associated with extreme disorganization of the normal
hemoglobin oxygenation function. Thus, mutations at these amino acid

Fig 7.3. Comparison between the evolutionary rate of insulin (A + B
peptides) and that of the middle segment (C peptide) of proinsulin.

Proinsulin (pig)

(30az.) h (332.a) ¢ (2l aa)

Insulin
A

e C peptide
B

Evolutionary rate
0.4 X 107%a.a./yr

Evolutionary rate
2.4 %10 aa. fyr



160 Structure, constraint and rate of evolution

sites, despite repeated occurrence in the course of vertebrate evolution, have
not been able to spread through the whole population in any species.

Another interesting example, showing that a functionally less important
part of a molecule evolves faster than a more important part, is the middle
segment (C) of the proinsulin molecule. This part is removed when the
active insulin (consisting of A and B peptides) is formed. It is known that
this part evolves at about the rate 2.4 x 10~ per amino acid site per year
which is several times as fast as that of insulin. Evolutionary rates given in
Fig 7.3 were computed by using data given in Jukes (1979); the average
difference between mammals except the guinea piglisted in his Table 2is 6%
for the A + B peptides, whereasit is 32% for the C peptides. No doubt, many
similar examples will be forthcoming, since the tailoring of a precursor
molecule to produce a functionally active form appears to be a common
phenomenon.

As an additional example showing rapid evolution of a functionally less
important part, I would like to cite the report of Barnard et al. (1972).
According to them, sequences | 5-24 of pancreatic ribonuclease evolvesat a
very high rate comparable to rapidly evolving parts of fibrinopeptide, and
this “hypervariability’ can be correlated with a lack of any contribution of
this part either to the enzymatic activity or to the maintenance of structure
required for the activity. These authors compare (in their Table 3) the amino
acid composition in the hypervariable segment of fibrinopeptide A, residues
15-24 of ribonuclease, and proinsulin C peptide with the amino acid
composition of a ‘random protein’. Since they do not agree, the authors
claim that there is a selection pressure acting on all regions of a protein, and
that truly neutral mutations do not generally become fixed in evolution. |
would like to point out that the amino acid composition of a given protein
for a limited group of species can deviate from that of the ideal random
protein simply by a historical accident. In addition, selective constraint
(negative selection) may still be acting to some extent even in hypervariable
regions, but the existence of selective constraint itsell does not contradict
the neutral theory as I have already emphasized in previous places in this
book,

In order to make a case for adaptive substitutions at the molecular level,
Stebbins (in Stebbins and Lewontin, 1972) set out to analyse the data on
fibrinopeptides. He made use of the sequence data on artiodactyl fibrino-
peptides A and B presented by Mross and Doolittle (1967). For each amino
acid site, he investigated the frequencies of substitutions together with
Sneath's (1966) correlation coefficients between the substituted amino
acids. Stebbins classified substitutions into two types, conservative and
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radical; if Sneath’s correlation coellicient between a pair of residues is
higher than 0.6, such a substitution is called conservative, while if it is lower
than 0.6, the substitution is called radical. According to him, the results of
this analysis were ‘unequivocal’ in showing that substitutions are unequally
distributed on the molecule, and that radical substitutions are concentrated
in those sites having the largest number of substitutions, while the
conservative substitutions are scattered over sites where substitutions are
rare. Taking into account a report that the residue at position 13 of
fibrinopeptide A influences the rate at which thrombin splits the molecule,
Stebbins and Lewontin (1972) postulated that radical substitutions re-
corded in the highly variable parts (positions 12 to 19 in fibrinopeptide A
and positions 18 to 21 in fibrinopeptide B) took place during artiodactyl
evolution in association with an adaptive shift. These authors believe that
these radical substitutions are associated with alterations in the accessory
adaptive properties of the fibrinogen molecule and its derivatives, and that
such substitutions have aided very different artiodactyls in acquiring
various physiological and ecological properties.

Despite its plausibility, Stebbin's analysis of fibrinopeptides contains
some problems. Consider fibrinopeptide A first. It is known that the enzyme
thrombin cuts the fibrinopeptides from the fibrinogen. The point at which it
cuts the A chain is the first arginine residue that is encountered from the
amino terminus. If we compare fibrinopeptide A sequences, some of their
amino acid residues are invariant or nearly so, such as glycine at position 4
(1.e. 4 residues before the arginine which is also invariant). Valine at position
2 is highly conserved; only one substitution (Val— Ala) is observed in the
data from artiodactyls. Since the Sneath correlation coefficient (@) for Val-
Ala pairis 0.675, this substitution is conservative. Also, glycine at position 5
is highly conserved; only one substitution (Gly— Thr) is found in the data,
and it is radical, for the correlation involved is ¢ = 0.396.

As compared with this region, positions 12-14 are highly variable. At
position 13, for example, the occurrence of four substitutions is evident in
the artiodactyl data; Ala-Val (¢ =0.675), Pro-Ala (¢ =0.553), Val-Pro
(¢ =0.473) and Asp-Ala (¢ =0.156). According to Stebbin’s criterion, only the
first substitution is conservative (¢ > 0.6), the rest being radical. Thus,
substitutions at this position may be called predominantly (ie. 75%)
‘radical’. In general, however, if we adopt this criterion, most substitutions
turn out to be radical. In fact, among 190 correlation coefficients between
pairs of amino acids as listed in Table 2 of Sneath (1966), only 16 are larger
than 0.6, so that 174/190 or 929 of them are radical. The average of 190
correlation coefficients is ¢ = 0.376. It may be more appropriate, therefore,
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to choose 0.4 instead of 0.6 as the borderline in judging whether a
substitution is conservative or radical. So, if we call substitutions having
correlation coeflicients larger than 0.4 conservative, then, the observed
substitutions at position 13 are predominantly (Le. 75%) ‘conservative’, with
only one radical substitution (i.e. Asp-Ala; ¢ =0.156). In addition, a
comparison of various A sequences clearly shows that insertion or deletion
must have occurred frequently in this highly variable region, and exact
alignment appears to be very difficult; there are too many gaps, and no one
really knows where the gaps belong. The situation is much worse in
fibrinopeptide B. In general, among animals, the fibrinopeptides A vary in
length from 14 to 19 residues, and the fibrinopeptides B vary in length [rom
9 to 21 residues (see D-90 of Dayhofl, 1972). The results of the analysis by
Stebbins on the nature of amino acid substitutions using fibrinopeptides are
therefore not ‘unequivocal’, contrary to his assertion. These and other
statistical considerations, I believe, make Stebbin’s analysis dubious, to say
the least, Furthermore, the demonstration that the rates of amino acid
substitutions are not ‘randomly distributed’ (i.e. not equal) over the peptide
chains, although it shows that negative selection is acting (which is not
incompatible with the neutral theory), is not sufficient to show that positive
Darwinian selection is the main agent for gene substitution.

As we have seen through several examples, the contrast between the
neutralists and selectionists is most clearly seen in their interpretations with
respect to a rapidly evolving molecule (such as fibrinopeptides) or a part of
one molecule (such as C peptide of proinsulin). According to the neutral
theory, they are not functionally important and therefore a large fraction of
mutations are neutral, with the result that mutations accumulate rapidly by
random drift On the other hand, according to the selectionist in-
terpretation, a rapidly evolving molecule or a part of one molecule has some
perhaps unknown function, and undergoes rapid adaptive improvements
by accumulating many slightly advantageous mutations by positive
Darwinian selection. Which of these two interpretations is more appro-
priate will be decided as more data accumulate.

Here a cautionary remark is in order. In discussing the evolutionary rate,
we should not confuse the rate of evolution in terms of mutant substitutions
with the rate of change in the frequency of an individual mutant allele, The
former (denoted by k) is measured by counting the number of amino acid (or
nucleotide) substitutions during a long span, say, tens of millions of years,
while the latter (denoted by A p) is measured by recording the change during
a short period, say, a century or less (as in industrial melanism), It is a pity
that these two are sometimes confused even by a few population geneticists
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when they criticize the neutral theory. Note that for a neutral allele, the
amount of change in gene frequency per generation (A p) can be extremely
small especially in a large population, its mean being zero and standard
deviation being of the order of 1/ /N,. The evolutionary rate in terms of
mutant substitutions (k), however, is invariant with respect to the popu-
lation size N, (see equation 3.20). On the other hand, for a positively
selected allele, k increases enormously as the population size increases (see
equation 3.22), but Ap stays essentially unaltered.

For our deeper understanding of the mechanism of molecular evolution,
it is essential to search for the relationship between the pattern of mutant
substitutions on the one hand and the tertiary structure and function of the
molecule on the other. We are still unable to describe in concrete physico-
chemical terms how molecular constraints become shifted as new mutants
are substituted one by one in the course of evolution. This is particularly
true for proteins, although Fitch's concept of concomitantly variable
codons or ‘covarions' may serve as a useful guide. According to the
statistical analysis of Fitch and Markowitz (1970), only 10% of codons in
cytochrome ¢ can accept mutations at any moment in the course of
evolution, but the positions of covarions inside the molecule change with
time. Also, it was found (Fitch, 1971a) that the proportion of covarions is
about 30% in hemoglobin «, but nearly 100% in fibrinopeptide A. What is
really interesting is his finding that if the rate of amino acid substitutions is
calculated on the basis of covarions, cytochrome ¢, hemoglobin a and
fibrinopeptide A are all evolving at about the same rate. From the
standpoint of the neutral theory, covarions can be interpreted in a natural

Fig. 74. Diagram illustrating possible relationship between regions in
reversion mutation studies of tryptophan synthetase A-protein. Data
from Yanofsky et al. (1964). Copyright 1964 by the American
Association for the Advancement of Science.
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way by assuming that they represent amino acid sites which can accept
mutations by random genetic drift without impairing the structure and
function of the molecule. Fitch (1971b) has also been able to estimate the
persistence of a covarion, that is, the probability that a codon which
belongs to a covarion group remains so after a mutation becomes fixed at a
different codon. His estimate of the persistence turns out (o be less than 0.25
suggesting fairly rapid turnover of covarions within a molecule.

Probably, what determines the pattern of interaction between amino
acids in evolution is their physical proximity or direct contact within the
folded protein. In this connection, studies of mutants of the tryptophan
synthetase A-protein in E. coli by Yanofsky and his associates (Yanofsky
et al., 1964) are most instructive (see also, Yanofsky, 1967, and Watson,
1970). This protein consists of 267 amino acids. Position 210 in the Wild
type protein is occupied by glycine (see Fig. 7.4), but mutation studies show
that substitution of serine for glycine leaves the enzyme fully active. On the
other hand, mutant protein A46 which has glutamic acid at position 210 is
nonfunctional. Extensive reversion studies showed that if a further change
Tyr - Cys occurs at position 174 (which is 36 amino acids away), then this
gives a functionally active enzyme (see Fig. 7.4). However, a single mutation
Tyr — Cys at position 174 (but with Gly at 210 as in the wild type) produces
an inactive protein. Similarly, a nonfunctional change Gly — Val (mutant
A187) at position 212 and the recovery of function by a second change
Leu - Arg at position 176 (again, 36 amino acids away from the primary
mutational site) were found. These observations led Yanofsky et al. (1964)
to propose a model of spatial relationships of these sites in the folded
protein as illustrated in Fig. 7.4,

The pattern by which selective constraint shifts as amino acids are
substituted one after another in the actual course of evolution must in
general be more subtle than illustrated above. It is likely, however, that a
substitution of an amino acid at one position often influences the set of sites
where selectively neutral changes are allowed to occur in other parts of the
molecule,

In the following, I shall try to show that shifting of selective constraints
can be explained in more concrete molecular terms in transfer RNA
(tRNA), particularly regarding base substitutions at its helical regions. As is
well-known, the secondary structure of all the tRNA molecules can be
arranged in a clover leaf configuration, although the molecules are folded in
a more complex fashion to form the tertiary structure (Kim er al, 1973,
1974; Klug et al,, 1974). In Fig. 7.5, yeast phenylalanine tRNA is illustrated
by taking into account the fact that its three-dimensional structure is L-
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shaped (Kim et al, 1973, 1974). In general, the tRNA molecule contains
four helical regions, as denoted by H,, H,,, H,,, and H; in Fig. 7.5. They
correspond respectively to the amino acid acceptor, DHU (dihydro-
uridine), anticodon and T'WC stems. In these regions, bases are mostly paired
according to Watson-Crick rules, although there are one or two mispairs,
especially in the first helical region. It was suggested (Jukes, 1969;
Holmquist et al., 1973) that in these regions the maintenance of the double
helical structure is the only requirement. This means that individual bases
may change freely in the course of evolution as long as the base
substitutions are coupled in such a way as to maintain Watson—Crick
pairing at all but a few sites in these regions. According to Holmquist et al.
(1973), among the mispairings in the helical regions, G-U (or U-G) pairs
that do not interfere with helicity occur much more frequently than other
forms of mispairings. In fact, G-U mispairs amount to more than 60% of all
the ‘non-Watson—Crick pairs’. It is interesting to note also that in these
regions G-C pairs that have three hydrogen bonds occur much more
frequently (69%) than A-U pairs that have two hydrogen bonds. This

Fig. 7.5. Diagram illustrating the structure of the yeast phenylalanine
tRNA based on data given by Kim et al (1974). Copyright 1974 by
the American Association for the Advancement of Science.
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suggests the importance of maintaining a tight double stranded structure.
On the other hand, in the non-helical regions consisting of various loops, we
find far fewer G-C pairs (39% G + C), suggesting the opposite requirement
of maintaining an open, unpaired structure necessary for molecular
recognition. The majority of the ‘invariant sites’ also occur in these loops.

Let us now examine in more detail the helical regions, particularly the
amino acid acceptor stem (H, or a.a. stem) consisting of seven base pairs.
Fig. 7.6 illustrates a few examples having 0, | and 2 mispairings. Also, in
Table 7.2, the frequencies of various types of mispairs are listed. The average
number of mispairings per a.a. stem is about 0.59, of which the most

Table 7.2. Frequencies of various types of mispairings in the
amino acid acceptor stem. Observed frequencies were computed
by using 177 tRN A sequences compiled by Gauss and Sprinzl
(1981), bur excluding one E. coli temperature-sensitive tRNA. In
this table *Non-GU" includes all mispairings other than G-U pair
(such as G-A and U-U). Expected frequencies were computed
under the assumption that frequencies of mispairs among seven
paired sites are statistically independent.

Frequency (%)
Type of mispairs Observed Expected
None 55.1 544
1 G-U 25.0 286
2G-U 9.7 7.1
3G-U 0.6 1.0
1 Non-GU 6.8 58
1 G-U+1 Non-GU 28 31
Total 100.0 100.0

Fig. 7.6. Examples showing 0, | and 2 nucleotide mispairings in the
amino acid acceptor stem of the tRNA molecule.

Phenylalanine Phenylalanine Phenylalanine Lysine Alanine
E. coli Yeast Wheat Drosophila Y east
IG-CT2 G-C G-C G-C G-C
C-G C-G Cc-G Cc-G
ic-G170 G-C G-C C-G ﬁgﬂ!l
c-c G-c c-G c-G
5G - C68 A-U ] (G-U G-C
G-C U-A B=C G--U
TA-U66 U-A A-U C-G G-C
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predominant (0.49) is G-U pair, while the remaining minority (0.10) is
represented by various other types of mispairs such as G-A, A-C and U-U.
Furthermore the incidence of a non-G-U type mispairing appears to be
largely independent of whether one G-U pair exists in another part of this
stem or not. The observed frequencies of various types of mispairs agree
reasonably well with frequencies computed under the assumption that
occurrence of the mispairs among the seven paired sites are statistically
independent.

We can visualize the process of evolutionary change in this part of the
molecule as an alternating sequence of opening and closing of Watson—
Crick pairs. As pointed out by Ohta (1973), the first opening is likely to be
very slightly deleterious, but a mutation causing such a change can spread
in the population by random drift. It is possible that one mispairing,
especially when it is G-U, has such a small deleterious effect that it is
practically neutral with respect to natural selection. Thus, G-U servesas a
most natural transitional state going from G-C to A-U or vice versa as
pointed out by Jukes (1969). On the other hand, non-G-U type mispairings
cause a definite weakening of the bonding, and although one such
mispairing may sometimes be allowed, mutations leading to more than one
such mispairing are eliminated from the population because of marked
deleterious effects; only when the existing mispairing is closed by a mutant
substitution, is the molecule ready to accept a new mutation. Even G-U
pairs, when more than two accumulate in this region, appear to show
deleterious effects. Thus, although there are seven base pairs (fourteen
nucleotide sites) in this region, the effective number of variable sites at any
moment in the course of evolution is smaller.

Ozeki and his associates used nonsense suppressor mutants of E. coli to
show that the proper functioning of this region of tRNA depends upon the
formation of Watson-Crick pairs (or sometimes G-U pair) but not upon the
nature of individual bases themselves. For example, in su*2 (tRNAS™)
which inserts glutamine at the ‘amber’ codon (UAG), base pairs in the
amino acid acceptor stem are as follows,

7 B8 43 200

AUGGGGU

U-ALC GG A
It was found that if A at position 7 changes to C (a mutant called C7), the
molecule becomes defective. Also, the mutant called G65 in which U

(opposite to A at position 7) changes to G is defective. However, normal
function is restored in the double mutant called C7-G65 which has a C-G
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pair instead of the original A-U. Many interesting examples of this sort are
reviewed in Ozeki et al, (1980).

73 Synonymous and other silent substitutions

We have already discussed, in chapter 4, the high evolutionary
rates of synonymous nucleotide substitutions (that do not cause amino acid
changes). We have also noted that since synonymous substitutions are
much less likely to be subject to natural selection than amino acid altering
substitutions, the observed high rates support the neutral theory.

Fig. 7.7 illustrates the preponderance of synonymous substitutions as
revealed by comparison of the coding region of the human f-globin (Lawn
et al, 1980) with that of the rabbit f-globin (van Ooyen et al., 1979) gene. In
this figure, only those codon pairs which contain at least one base difference
are shown. Small boxes indicate places where bases are different at
homologous sites. It is evident that synonymous base differences outnumber
the amino acid differences by a factor of about 1.7. Note that f-globin in
mammals consists of 146 amino acids and therefore corresponds to 438
nucleotide sites.

In this section, we further investigate the evolutionary rates ol syno-

Fig. 7.7. Diagram illustrating the preponderance of synonymous
changes over amino acid-altering changes, as revealed by comparison
of the human and rabbit f-globin genes. The encircled numbers
indicate positions where amino acids differ between the two sequences,
while small boxes indicate places where bases are different. Only those
codon positions are shown where at least one base difference exists.

Amino acid
position | 2 @ ® w0 n 1w @ a3 3w 2 o2 @
Human His ™ Pro Ala Val Asn Vai Pro_ Phe Asp  Thr
p-globin cﬂ D Gcl] 6 A G su ch uull] GaA u
Rabbit |c GCE Gulc] A GA Gu cclal uuel Ga cu
Bglobin | His Ser Ala Val Asn Glu Val Pro Pre Asp Ser
B @ ® 51 s 8 @ @ . ® 1 % @
Pro Asn L Asp  Gly Ala Lys Ala The
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nymous and other silent substitutions, and in the next section, the rate of
nucleotide substitutions in pseudogenes (that have lost their functions as
genes). To estimate the rate of base substitutions, let us assume a model as
illustrated in Fig. 7.8. This model is called the ‘three substitution-type (35T)
model’ (Kimura, 1981c) and is similar to the corresponding model used in
chapter 4 (see Fig 4.9). The only difference is that two parameters § and y
rather than a single parameter (f) are assigned for transversion type
substitutions and therefore the model is slightly more general. We mostly
follow the notations used in chapter 4 (such as using the RNA codes and
expressing the four bases by the letters U, C, A and G). In the present model
the rate of base substitutions per site per unit time (year) is
k=a+f+7. (72)
Note that « § and y here refer to the evolutionary rates by which bases are
substituted in the species in the course of evolution rather than ordinary
mutation rates at the level of individuals. The total number of base
substitutions per site which separate the two sequences and therefore
involve two branches each with length T (T being the time since the two
diverged from a common ancestor) is given by 2Tk which we denote by K.

K=2Tk=2+f+yT. (7.3)
When we compare two homologous sequences, say, sequences |1 and 2,
there are twelve possible types of base differences as shown in Table 7.3. We
denote by P the probability (frequency) of homologous sites showing
transition-type base differences. In other words, P is the probability that
two homologous sites are occupied by UC, CU, AG or GA. Similarly, we
denote by Q the probability of homologous sites being occupied by UA,
AU, CG or GC and by R the probability of UG, GU, CA or AC. Thus,

Fig. 7.8. Three substitution-type (38T) model of evolutionary
base substitutions. In this model « is the rate of ‘transition’ type
substitutions, while ff and y are those of ‘transversion’ type
substitutions.
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Q+R represents the probability of homologous sites showing
transversion-type differences.

Then, the evolutionary distance in terms of the number of base
substitutions between the two sequences may be estimated by

K= —(1/4)log,[(1 —2P —2Q)(1 —2P - 2R)(1 —2Q - 2R)].
(7.4)
This is the sum of the three components which are
2aT= — (1/4)log,[(1 — 2P — 2Q)(1 — 2P — 2R)/(1 - 2Q — 2R)],
(74a)
28T= — (1/4)log[(1 — 2P —2Q)(1 — 2Q — 2R)/(1 — 2P — 2R)]
(7.4b)
and

2yT= —(1/4)log,[(1 — 2P — 2R)(1 — 2Q — 2R)/(1 — 2P — 2Q)].
(7.4c)
In the special case in which the two types of ‘transversion' substitutions
occur equally frequently so that y = f, this formula reduces to
K= —(1/2)log, [(1 —2P - @) /(1 - 207], (7.5

where Q" = Q + R is the total fraction of ‘transversion' substitutions. This

agrees with equation (4.14) in chapter 4. If the divergence time T is known,
the rate of base substitutions per site per year can be estimated by

k= K/2T). (7.6)

Itis known that a large fraction of base substitutions at the third position

of codons are synonymous, so it is of interest to estimate the synonymous

Table 7.3. Various types of different base pairs at homologous nucleotide
sites when two homologous sequences (1 and 2) are compared, and
designation of their frequencies (probabilities)

Transition type Transversion type
Sequence | LG Y o ST " LA S e 0 S S e
Sequence2 C U G A 7 Ul R v ST o G W AT
| g " N > = ——
Frequency P Q R

0.44 + 007
38+0.12
77+ 051
25+ 005
36+ 007
47 +0.09

0.43 +0.10

0.41 + 0,08

Ks
0
0
0
0
0.

12
46
0.05
07
09

0.53 4+ 0.07
0.43+0

Ky

0.46 + 0.
09540
0.28 +
054+0
0.48 4 0.10
0.47 £ 0,08

0.18 +003
027 +0.10
0.06 +0.02
0.13 +£0.03
0.12 +£0.03
002 +001

0.00*
0.008 + 0,008

K,

03
06
03
03

Evolutionary distance per nucleotide site

026 +0.04
0.18 +0
0.06 +0.02
0.16 +0
012 £0
009 +0.03

0.008 + 0.008

K,
0.04 +0

A + B chains (insulin)
C peptide
Human vs. rabbit f§ globins
Rabbit vs, mouse fi globins
Histone H2B
Histone H3

Table 7.4. Evolutionary distances per site (together with standard errors) as estimated by 35T method, K, (i = 1,2,3), denotes

the number of base substitutions at position i of codons that separates the two sequences compared, and K' denotes the

synonymous component at position 3

Human vs. rat pregrowth hormones
Human vs. rat 1 preproinsulins:

Rabbit vs. mouse a-globins®
S. purpuratus vs. P. miliaris:

Comparison

* Mouse a-1 gene of Nishioka et al. (1980).

* No observed changes among 51 codons.
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component of the number of base substitutions at position 3. This is done
by the formula

K = — (1/4)log,[(1 — 2P —20Q)(1 —2P —2R) ]. (1.7

In the special case y = f, this reduces to equation (4.16) of chapter 4. In
addition, formulae for the error variance (due to sampling) of these
estimates can be derived. For details, readers may refer to Kimura (1981¢),

Table 7.4 lists the results of applying these formulae to various
comparisons. In the first line of the table, the nucleotide sequence of human
pregrowth hormone (presomatotropin) (data from Martial et al., 1979) is
compared with that of rat pregrowth hormone (Seeburg et al., 1977). The K
values are 0.26, 0.18 and 0.53 respectively for the first, second and third
codon positions, and 0.44 for the synonymous component at the third
position. Since the human and the rat probably diverged late in the
Mesozoic some 80 million years ago, we may take T=8 x 107 for the
divergence time. Then the evolutionary rates per year at these three codon
positions are k, =1.6x 107%k, =11 x 10™® and k; =33x107% and
ks'=28 x 10™* for the synonymous component. As far as amino acid
altering substitutions are concerned, pregrowth hormone appears to have
an evolutionary rate slightly higher than hemoglobins,

Comparison of human preproinsulin (Bell et al., 1980; Sures et al., 1980)
with rat preproinsulin gene I (Cordell et al,, 1979; Lomedico et al., 1979)
presented in the second and third lines in Table 7.4 is interesting in showing
large differences in the evolutionary rates between A + B chains (insulin)
and C peptide in the first two codon positions. In other words, with respect
to amino acid substitutions, insulin evolves only some 1/10 as rapidly as
proinsulin C peptide. Yet with respect to the synonymous component (Ks'),
the evolutionary rate of insulin is not significantly lower than that of the C
peptide. Furthermore, K’ value of preproinsulin is roughly equal to that of
pregrowth hormone (both regarding human-rat divergence). The K values
listed in the fourth, fifth and sixth lines in the table were computed using
data on human f globin (Marotta et al., 1977), rabbit § globin (Efstratiadis
et al,, 1977), mouse f globin (Konkel et al., 1978), rabbit « globin (Heindel
et al, 1978) and mouse -1 globin genes (Nishioka er al., 1980),

If we compare these values with the corresponding values listed in Table
4.8 (sce lines 3, 4 and 6) we note that, as far as hemoglobins x and fi for these
pairs of animals are concerned, the present model gives almost exactly the
same estimates as those obtained by using the simpler model (see Fig 4.9)
assumed in chapter 4. The divergence time of the rabbit and the mouse, as
well as that of the human and the rabbit may be assumed to be eighty
million years (T=8 x 107).

7.3 Synonymous and other silent substitutions 173

Here, divergence of introns will be of interest. I have compared the small
introns (intron 1) of the human and rabbit. These two homologous introns
can be aligned in a satisfactory way by inserting three gaps (amounting to
four nucleotides) in the rabbit intron. Excluding these gaps, and also the
first two and the last two nucleotide positions (which must be invariant in
accordance with the GT/AG rule for splicing; see Nishioka et al., 1980), we
get P=16/122, 0 =8/122 and R = 11/122. Applying equation (7.4) and the
corresponding formula for the standard error (see Kimura, 1981c), we get
the distance per site K =0.36 +0.053. This may be compared with the
corresponding estimate for the synonymous component, K5’ =025 (see
line 4 in Table 7.4). Noting that 2/3 of substitutions at the position 3 are
synonymous, we may estimate a corrected synonymous distance by K =
K¢/(2/3) which yields Kg = 0.38. Thus, the rate of mutant substitutions in
the small intron is approximately equal to that of synonymous
substitutions.

The last two lines of Table 7.4 show evolutionary distances between two
sea urchin species S. purpuratus and P. miliaris for histone H2B and H3
sequences, as computed using data reported by Sures et al (1978) and
Schaffner et al. (1978). These two species belong to different families which
diverged somewhere between 6 x 107 and 16 x 107 years ago (K edes, 1979).
The values of K, and K, obtained show that these histones have a very low
evolutionary rate in terms of amino acid replacements, and furthermore
that the evolutionary rate of H3 is only 1/7 of the rate of H2B. However,
with respect to the synonymous component of the substitution rates at the
third codon position, these histones are very similar. Furthermore, their
synonymous substitution rates are not very different from the correspond-
ing rates of pregrowth hormone, insulin and the « and g globins. If we
tentatively assume T = 10°® years for the divergence time of these sea urchin
species, we obtain kg’ =2.2 x 1077 for histone H2B and kg’ = 2.1 x 10~°
for histone H3.

Fig. 7.9. A part ol comparison between the histone H4 mRNA
sequences of S. purpuratus and L. pictus together with the
corresponding amino acid sequence of cow histone H4, This diagram
is constructed using data from Grunstein et al. (1976) and Grunstein
and Grunstein (1978),
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Even more conservative than histone H3 and probably the most
conservative of all proteins is histone H4. As mentioned already (see section
7.2) the rate of amino acid substitution of histone H4 is estimated to be
ky, =0.008 x 10~? per amino acid site per year. A remarkable fact is that even
in such a highly conserved protein, a large number of synonymous changes
have occurred in the course of evolution as shown in Fig. 7.9, where a part of
sequence comparison between histone H4 messenger RNAs of two sea
urchin species Lytechinus pictus and Strongylocentrotus purpuratus is
presented. Using the data reported by Grunstein er al. (1976), I estimated
the evolutionary distance of these two species at the third codon position of
histone H4 and obtained the result K;=044+0.163 (Kimura, 1977).
According to Grunstein et al. (1976), these sea urchins shared a common
ancestor approximately 6 x 107 years ago. Therefore, if we assume T=6 x
107, we obtain k, = (3.7 + 1.4) x 10~?. This value is again comparable to
the substitution rate at the third codon position of various other proteins.

As the final example of a highly conserved protein, 1 would like to take
tubulin, which is the subunit protein of microtubules. Recently, the
nucleotide sequence of the C terminal region of rat a-tubulin has been
determined (Ginzburg er al, 1981), and a comparison of this with the
corresponding region of chick a-tubulin (Valenzuela er al, 1981) has
become possible. I use the data presented in Fig. 2 of Ginzburg et al. (1981).
Excluding the termination codon, 145 codon positions can be compared. In
this region, we find only one amino acid difference between these two a-
tubulins. This gives K, =0.0069 as an estimate for the number of amino
acid substitutions. On the other hand, 51 codons are involved in
synonymous changes, of which one involves the first and also the third
codon positions (AGA vs. CGC, both coding for Arg). At the third codon
position, the frequencies of the three types of differences are P = 33/145,
Q =6/145 and R = 12/145. Then we get K; =0.51 + 0.08 as the estimate of
the number of base substitutions that separate the rat and chick « tubulins
at the third codon positions. Also, we get K; =044 +0.08 as the synonymous
component. It is interesting to note that these values are not very different
from the corresponding values (K, =0.64 +£0.11 and K;=0.53 +0.10)
obtained by comparing the chicken p-globin with the rabbit f-globin genes
(see Table 4.8), despite an enormous difference in the amino acid-altering
substitution rates between f-hemoglobin and a-tubulin.

The fact that the rates of synonymous substitutions are not only higher
than those of amino acid-altering substitutions but also are approximately
equal among different genes has also been revealed by extensive studies of
Miyata et al. (1980b), who compared some 50 pairs of homologous
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nucleotide sequences of different genes. They obtained 5.1 x 10~° per
nucleotide site per year as the estimate for the average evolutionary rate of
synonymous substitutions. A rough estimate which I have obtained from
Table 7.4 for the synonymous component of the substitution rate at
position 3 of the codons is kg =2.6 x 107 per site per year. If we assume
that the substitutions of the four kinds of bases occur in equal frequencies,
then about 2/3 of nucleotide substitutions turn out to be synonymous at the
third codon position. Therefore, the evolutionary rate of synonymous
substitutions may be estimated by dividing k¢ by 2/3 which yields k=
3.9 x 10~ ? per year. This estimate is not very different from Miyata et al’s
estimate of 5.1 x 107°,

Miyata eral (1980b) also investigated the evolutionary rate in the
noncoding regions. They found that the intervening sequences and the 5’
portion of the 3" noncoding region show considerable sequence divergence,
the extent of which is almost comparable to that in the synonymous codon
sites (for terminologies on various parts of the eukaryotic gene, see Fig
7.10). On the other hand, they found that the other blocks consisting of the
5’ noncoding region and the 3° portion of the 3’ noncoding region are
strongly conserved, showing approximately half of the divergence of the
synonymous sites. This is understandable since these regions contain
various signals for transcriptional control and modification of mRNA
which impose strong constraints against free change by mutant sub-
stitutions. Such signals include TATA (‘tar-tar’ box) for the initiation of
transcription, a signal for capping, the AATAAA signal for the poly (A)
addition, and several others (see, for example, Leder et al., 1980; Vanin
et al., 1980).

Fig. 7.10. Structure of human a-globin (22) gene. This diagram has
been drawn based on data from Proudfoot and Maniatis (1980). The
structure of the f-globin gene is similar, the main difference being that
the second intron is larger (573 base pairs in rabbit f-globin; see van
Ooyen et al., 1979). In this figure, the symbol IVS stands for the

intron.
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All these observations can be interpreted readily by the neutral theory
which claims that the majority of mutant substitutions in the species are
caused by random fixation of selectively neutral (ie. selectively equivalent,
but not necessarily functionally identical) mutants, rather than by positive
Darwinian selection. Although favorable mutations no doubt occur, the
theory assumes that they are rare enough to be neglected. The neutral
theory predicts that the probability of a mutation being selectively neutral
(that is, not harmful) is larger, the less the mutation disrupts the existing
structure and function of the molecule. At the limit in which all the
mutations are selectively neutral, the rate of evolution per site (k) becomes
equal to the total mutation rate (v) per site. It is likely that synonymous
mutations are not very far from this limit (Kimura, 1977), and therefore, the
evolutionary rates of synonymous substitutions per site are nearly equal for
different molecules. Of course, such an equality is only approximate,
because, as we shall discuss later (see section 7.5), there might still be a
selective constraint as reflected by ‘non-random® synonymous codon usage.
But, the amount of selective constraint involved must be rather small.
Rapid evolutionary change in introns can also be explained ina similar way
(see chapter 4).

An opposing view has been proposed by Perier et al. (1980). They claim
that the driving force for fixation is positive natural selection operating on
some fraction of amino acid altering (‘replacement’) changes, and, that such
selective fixation carries along with it neutral alterations (including changes
atsilentsites), that have accumulated in those regions of the DNA. In other
words, they invoke the *hitch-hiking' effect to explain fixation of syno-
nymous changes.

I have pointed out (Kimura, 198Ic) that, unless we ignore well-
established principles of population genetics, such an explanation cannot
account for actual observations. In fact, such ‘hitch-hiking’ cannot bring
about substitutions of neutral mutants at a very high rate when the selected
changes occur at a very low rate. Take, for example, the histone H4 gene.
The rate of replacement is exceedingly low, yet, synonymous base
substitutions occur at a rate comparable to that of replacements in
fibrinopeptides, one of the most rapidly evolving molecules.

We can treat the problem more in detail. Since the effect of hitch-hiking
on fixing linked alleles extends over only short distances around a
selectively driven gene, we consider a small segment of DNA, such as a gene
locus, within which crossing-over is so infrequent as to be negligible. Let us
suppose that a single new, advantageous mutant allele has appeared at this
locus. In order that this selected mutant can bring other unselected (neutral)
mutants to fixation by hitch-hiking, the gene copy in which this advan-
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tageous mutant appeared must also contain at the same time a number of
neutral mutants. Furthermore, in order to make the rate of substitution of
neutral mutants per site m times higher than that of selectively driven
mutations (in this case amino-acid altering changes), each gene copy in the
population must contain on the average m neutral mutants, irrespective of
whether an advantageous mutation happened to occur in it or not. This
factor m must be very large, probably 1000 or more in histone H4. On the
other hand, if each gene copy contains a large number of neutral mutants,
the corresponding (homologous) genes in different individuals have so
many base differences from each other that there is no such thing as a
species-specific nucleotide sequence of a particular gene. In other words,
every individual in the species would have a quite different homologous
sequence. This is contrary to observations.

Furthermore, hitch-hiking can not explain the observation that when
genes of different proteins are studied, the evolutionary rates of syno-
nymous substitutions are not only high among them, but also roughly
equal to each other, even when their amino acid altering substitution rates
differ a great deal, as we have discussed extensively in this section.

Jukes (1980a) who reviewed the occurrence of synonymous substitutions
in various organisms points out that half of the nucleotide substitutions
during the divergence of genes in animals, bacteria and viruses are silent
changes. He supports the view that these changes result from random drift
acting on neutral and nearly neutral changes (see also Jukes, 1980b).

The most important role of DNA is self-perpetuation, but it has the
additional properties of accumulating mutations and occasional
duplications.

The gene primacy view of life which had long been held by Muller (see
Muller, 1967) has been extended and elaborated with respect to behavioral
characters under the name of sociobiology (Wilson, 1975). One aspect of the
thinking of sociobiologists is exemplified by the title of the book The Selfish
Gene by Dawkins (1976).

Paraphrasing this, Orgeland Crick (1980) proposed the concept of selfish
DNA (see also Doolittle and Sapienza, 1980). According to these authors,
selfish DNA is a piece of DNA that has little or no phenotypic effect, yet
spreads in the species because of its rapid replication within the genome.
The only function of such DNA is survival within genomes, so that it may be
regarded as ‘the ultimate parasite’. Highly and moderately repetitive
nucleotide sequences in eukaryotes are considered to belong to this class of
DNA. Transposable elements such as copia in Drosophila may also belong
to this class.

The concept of selfish DNA has attracted a great deal of attention and
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has been much discussed (see, for example, Orgel er al., 1980), One problem
which is often overlooked in such discussions is that extra replication alone
within a genome is not sufficient for a selfish element to spread through the
species. Transposition to another genome (chromosome set) within a
diploid individual, and spread to other individuals by sexual processes must
operate for the selfish element to spread through the species.

This means that random genetic drift must play a very important role in
determining the fate of selfish DNA in the population, because, by
definition, selfish DNA makes no specific contribution to organismal
phenotype, and is therefore, selectively neutral in the Darwinian sense. It is
desirable therefore to develop a population genetical theory to treat the
evolution of selfish DNA. A start along this line has been made by Ohta and
Kimura (1981), and Ohta (1981b). In these papers, two classes of selfish
DNA have been distinguished, namely, tandemly repetitive sequences and
dispersed repeated families.

In reality, however, these two classes may not be completely independent,
as suggested by the recent paper by Childs et al. (1981) reporting a novel
class of genetic elements called orphons. These are dispersed, solitary
elements which are considered to have been displaced from tandemly
repeated multigene families to new locations (somewhat like orphans that
have lost their families). The authors (Childs et al., 1981) analysed in detail
histone gene orphons from the sea urchin L. pictus, and found that there are
more than 50 gene orphons in each urchin genome.

In addition, they found that orphon loci are polymorphic in the
population. Orphons appear to have been separated from parental families
relatively recently in evolutionary times, and are endowed with properties
which differentiate them from ordinary transposons. The population
genetical implications of such elements is yet to be worked out.

74 Rapid evolutionary change of psendogenes
A pseudogene is a region of DNA which shows definite homology
with a known functional gene but has lost ability to produce a functional
product due to mutational changes (Proudfoot, 1980). It is sometimes called
a ‘dead gene', although some have objected to this expression (see for
example, Vanin et al, 1980) saying that a pseudogene may have an
unknown but important function such as controlling the expression of
normal genes,
In my opinion, it is much more appropriate to regard pseudogenes as
indeed dead; they have been liberated [rom the constraint of negative
selection after they were created by gene duplication followed by loss of
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their function by mutation. They have then been accumulating various
mutational changes at the maximum speed allowable under mutational
pressure and random drift. If this view is correct, their evolutionary change
must conform to the quantitative prediction of the neutral theory.

Comparison of pseudogenes with their normal counterparts reveals
many remarkable features. Not only do base substitutions occur at a very
high rate but also the deletion and addition of nucleotides occur quite
frequently. Unlike the ‘conservative’ mode of change that characterizes the
evolution of many normal genes, base substitutions at the first and the
second codon positions in the pseudogenes occur just as frequently as those
at the third position. We have already discussed briefly these features with
respect to the globin-like «-3 gene (Nishioka et al, 1980) toward the end of
chapter 4.

In addition, various signals in the non-coding region, which are essential
for transcriptional control (such as the Hogness or “tar-tar’ box) and other
post-transcriptional modifications often change to non-functional forms.
For example, in the mouse, there are two pseudo a-globin genes denoted by
-3 and a-4 (Leder er al,, 1980). In one of them (a-3), the promoter site (‘tar-
tar’ box) has changed from the normal TATA to an aberrant TAGA. From
the result of experiments by Wasylyk et al. (1980), we can infer that the
latter must be defective in carrying out the important function of initiation
of transcription. They showed that by a single-base change in the third
nucleotide of the T-A-T-A box of the conalbumin gene from T to G, the
efficiency of specific transcription of that gene is drastically decreased in an
in vitro system. Also, it has been shown by Tsujimoto et al.(1981) that, in the
silk fibroin gene from Bombyx mori, the deletion of the second TA in the
TATAAAA sequence at position — 30 ~ — 24 results in a severe reduction
of the fibroin gene transcription. In another pseudogene (z-4), the poly (A)
addition signal has changed from the normal AATAA to an abnormal
AATAC.

Since we shall have more to say on -3 later, | mention here a rather
surprising set of changes found in the coding region of a-4. According to
Leder et al (1980), x-4 contains point mutations that would substitute a
tyrosine for a histidine in amino acid position 58. This corresponds to
hemoglobin M Boston that causes methemoglobinemia in man. Italso has
undergone changes that shift the normal termination codon out of phase so
as to continue the globin reading for an additional 40 amino acids,
analogous to hemoglobin Constant Spring in man. Since no such abnormal
hemoglobins are found in the normal mouse, it is evident that -4 is not
expressed. These changes, together with other changes mentioned already
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suggest that pseudogenes are in a headlong process of disintegration to
become what Ohno (1972) called ‘junk’ DNA.

Although some casual cakulations were reported earlier (Kimura,
1980b; Proudfoot and Maniatis, 1980) showing that pseudogenes evolved
faster (in terms of base substitutions) than their normal counterparts, it was
Miyata and Yasunaga (1981) who first made a careful analysis of
evolutionary rate of a pseudogene. They made use of the data reported by
Vanin et al. (1980) on the nucleotide sequence of a mouse a-globin-related
pseudogene which is called 230.5 and which is essentially equivalent to the
mouse 2-3 gene of Nishioka et al. (1980). This gene has the remarkable
feature that it completely lacks the two introns present in all the functional
- and f-globin genes. In other words, it resembles a-globin processed
messenger RNA. Miyata and Yasunaga (1981) compared the sequence of
this pseudogene and the productive a-globins from the mouse and the
rabbit. They found that for every functional or structural block that can be
compared, the mouse ,a30.5 gene (abbreviated as My) is always much
nearer to the normal adult a-globin gene of the mouse (Ma) than that of the
rabbit (Rx). The only exception for this is the 3’ portion of the 3' noncoding
region, and this may be attributed to chance deviations and/or structural
changes due to unequal crossing-over at this region in Mya (for the
structure of the a-globin gene, see Fig. 7.10). The result suggests that the
pseudogene was created from a normal a-globin gene by gene duplication in
the mouse genome after the mouse line diverged from the rabbit line.
(According tothe recent report by Lueders et al., 1982, the pseudogenes =) 3
and ay4, ie. 2-3 and 2-4 mentioned above, of the mouse are located on

Fig. 7.11. Phylogenetic relationships assumed by Miyata and
Yasunaga (1981) to analyse the evolutionary history of the mouse
pseudo a-globin gene (Mya). Letters Mz and Rz stand for the normal
adult z-globin gene of the mouse and that of the rabbit. The zigzag
part of a branch indicates the period during which the duplicated gene
has accumulated mutations at a very high rate after loss of function.
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chromosomes 15 and 17, respectively, whereas the three functional «-globin
genes are clustered on chromosome 1l. Furthermore, retrovirus-like
elements exist on both sides of the a3 gene, suggesting that retroviral
functions could have been instrumental in the formation of this
pseudogene.)

In order to reconstruct the evolutionary history of this pseudo x-gene,
they assumed a molecular phylogenetic tree involving the three genes as
illustrated in Fig 7.11.

In carrying out their analysis, Miyata and Yasunaga (1981) carefully
noted that the third exon of the mouse pseudo -globin gene differs from the
other exons in that it is highly conserved. This suggests the possibility that
this part of Mya was derived from Ma« or one of closely related a-globin
genes by double unequal crossing-over (or gene conversion) at a
relatively recent time, so they excluded this part in their analysis. They
assumed that the gene duplication that led to Mya occurred in the mouse
line T years ago and that the duplicated gene evolved at the same rate as the
normal « globin gene until ¢ years ago. Let us designate the amino acid
altering substitution rate by k, and the synonymous substitution rate by ks.
After that time, they assumed that Mz became inactive and all the sites in
it have evolved at the same rate, which we denote by k,.

Assuming that the divergence time of the mouse and the rabbit (T, in Fig.
7.11) is 75 million years ago, they obtained T=24 million years for the
duplication and ¢ = 17 million years for the time since the loss of function.
They also obtained k, =0.82x 107°, ks=66x 107" and k,=126x
10~° per site per year, so that ko/ks = 1.91. This means that the rate of
mutant substitutions in Myax is 1.9 times as high as the synonymous
substitution rate of the productive x genes. This suggests that, in the normal
functioning gene, there are still some selective constraints so that not all
synonymous mutations are selectively neutral. Miyata and Hayashida
(1981) consider that the evolutionary rate of the pseudogene may
correspond to the maximum rate predicted by the neutral theory (Kimura,
1977), namely, this corresponds to the case of f, =1 in equation (5.1).
Whether the rate of evolution in terms of mutant substitutions in this case is
really equal to the rate of point mutations per gamete (both being measured
in years) is an extremely important problem for testing the validity of the
neutral theory, This is one of the problems left for the future,

A similar analysis was carried out by Takahata and Kimura (1981) using
a model of mutation which is more general than the 38T model illustrated
in Fig 7.8. We followed Miyata and Yasunaga (1981) in excluding the third
exon in the analysis. The main difference is that we assumed that My« lost
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its function immediately after its birth by duplication (corresponding to
t=Tin Fig. 7.11). We calculated the evolutionary rate separately for the
three codon positions, denoting by k; the rate at position i(i = 1, 2 or 3) for
the normal gene. We assumed that duplication occurred T, years ago, and
immediately thereafter, the duplicated gene became ‘dead’ and started to
evolve at the rate k" instead of k,. Then the following ratios were obtained
for the first, second and the third codon positions: ki/k, = 11.5, ki/k, =
139 and ki/ky =09. Also, the ratio T, /T, for the three codon positions
turned out to be 0.26, 0.42 and 0.43, with an average of 0.37. Thus, if we
assume T, = 8.0 x 107 years for the divergence time of the mouse and the
rabbit, we get T, =3.0 x 107 years, namely, this dead gene was created
about 30 million years ago by duplication. Although these values are
tentative, itis likely that base substitution rates increased some ten times in
the [irst two codon positions after the gene lost its function with the result
that selective constraint disappeared entirely.

An elegant statistical analysis of the evolutionary rates of pseudogenes
has been presented by Li et al. (1981). They used sequence data on human
globin pseudogene yal (Proudfoot and Maniatis, 1980), rabbit globin
pseudogene yf2 (Lacy and Maniatis, 1980) and mouse ya3 of Nishioka
et al. (1980). By comparing cach of these with their normal counterparts
and more remotely related globin sequences similarly to what was done by
Miyata and Yasunaga (see Fig 7.11), Li et al. estimated the rates of
nucleotide substitutions at the first, second and third codon positions (i.e.
k, .k, and k, in our terminology), the time since duplication (corresponding
to T in Fig. 7.11), and the time since loss of function (tin Fig. 7.11). They also
estimated the rate of substitution after a gene became nonfunctional,
assumed to be equal for all the three codon positions. Let us denote this rate
by k,. They applied a least-squares method to obtain estimates for z and k.

The estimated values when averaged for the three cases (set of trees)
turned out to be as follows. The average substitution rates at the first,
second and third codon positions of codons in the normal globin genes are
k=071 x10"% k,=0.62x10"? and k=264 x 10~?, and the sub-
stitution rate per site of the pseudogenes during their nonfunctional periods
is ky=4.6 x 1077 (per years). They noted that 4.6 x 10™? is one of the
highest rates of nucleotide substitution so far estimated.

Although Li er al’s estimate for k, is less than half as large as the
corresponding estimate by Miyata and Yasunaga, the ratio k,/k, = 1.74
does not differ much from a similar ratio k,/ks = 1.91 obtained by Miyata
and Yasunaga. These results suggest that the synonymous substitution rate,

7.5 'Non-random' usage of synonymous codons 183

even if high, is not the real maximum rate predicted by the neutral theory,
and therefore the synonymous mutations are subject to negative selection
even if the intensity of selection involved must be extremely weak. We shall
discuss this problem in the next section in relation to the ‘non-random’
usage of synonymous codons. To sum up, various observations on the
evolution of pseudogenes can be interpreted most naturally by the neutral
theory of molecular evolution.

15 ‘Non-random’ usage of synonymous codons

It has now been well established that synonymous base substi-
tutions (i.e. base substitutions that do not cause amino acid changes) occur
much more frequently in evolution than amino acid altering substitutions,
sometimes in a dramatic fashion as in the histone H4 gene (see section 7.3
above). This fits the expectation of the neutral theory quite well, for, as
compared with amino acid substitutions, synonymous substitutions are
very much less likely to change organismal phenotypes, and therefore, other
things being equal, must be much less subject to Darwinian natural
selection.

On the other hand, it has become increasingly evident that synonymous
or ‘degenerate’ codons are used quite unequally or in ‘non-random’ fashion
in many genes of various organisms (see, for example, Grantham et al,
1980a and Grantham, 1980). It appears that non-random codon usage is
the rule rather than an exception, and this is often mentioned as evidence
against the neutral theory. The situation is analogous to what was claimed,
several years back, against the neutral theory based on observations on the
conservative nature of amino acid substitutions (see section 7.1 in this
chapter). Note that the existence of selective constraint by no means
contradicts the neutral theory.

In this section, I shall try to show that non-random usage of synonymous
codons can also be explained satisfactorily in the framework of the neutral
theory, although the problem involved is more intricate and, therefore, a
more careful analysis is required,

One of the best examples showing non-random usage of synonymous
codons is afforded by codons coding for the amino acid leucine (Leu). As
seen from the standard code table, there are six codons that code for Leu;
they are UUA, UUG, CUU, CUC, CUA and CUG. Of these six, the codon
CUG is used predominantly by genes in bacteria (Grantham et al,, 1981).
This may be seen in Fig 7.12 where the relative frequencies of usage
(expressed per thousand) of 61 codons (excluding the initiator and
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terminator codons) among 25 genes of E. coli are listed under the heading
ECO. In fact, the frequency of usage of CUG amounts to about 60% of all
the six codons coding for leucine.

A quite different pattern of codon usage is apparent in yeast

Fig. 7.12. Frequencies of codon usage (expressed per thousand) in
three organisms, a bacterium, yeast and man (excluding initiator and
terminator codons). The columns headed by ECO list observed codon
frequencies per mille for 25 genes of E. coli (data from Fig. 3(b) of
Grantham er al,, 1981). The columns headed by SAC list codon
frequencies (per mille), computed as the average for 3 genes, coding for
ADHI, Iso-1-cytochrome ¢ and glyceraldehyde-3-PO, dehydrogenase
of Saccharomyces cerevisiae using data compiled by Grantham,
Gautier and Gouy (1980a). The columns headed by HOM list similar
frequencies for 4 human genes, alpha-chorionic gonadotropin, beta-
globin, pre-growth hormone and chorionic somatomammotropin,
computed by using data compiled by the same authors.

ECO SAC HOM

ECO SACHOM ECO SACHOM ECO SACHOM
Phe Ser Tyr Cys
UUU18 6 22| UCU17 36 11| UAU 624 | UGU 5 14 12
I.UU(I‘IB.'.‘.O.'SB UcC1321 28| UAC1223 18| UGC 6 326
eu Term Term
UuA 7 3 1| UCA 8 3 9| yaa- — - == =
UUG 750 & 0| uaG Bc12 6 8,
Leu Pro His Arg
CUU 8 3 5|CCUS5 310| CAU16 6 12| CGU30 0 1
cuc 8 030 ccc 4 012 &AC 9172 | coc21 0 11
CUA 2 614| CCA 73016 | cant3 14 10| CGA 3 0 0O
CUG4? 064| CCG19 0 5| CAG2 038| CGG 4 0 5
Ile Thr Asn Ser
AUU24 29 5| ACU21 27 11| AAU1O 6 4| AGU 7 010
AUC32 28 17 | Acc 22 35 20| AAC2538 38 | AGC 9 0 12
AUASOZACASGwLys Arg
Met AAALE 20 17 | AGA 534 4
AUG22 1820 | ACG10 012 | AAG1879 41 | AGG 2 0 20
Val Ala Asp Gly
GUU28 44 6| GCU 37 54 20 | GAU 25 15 20 | GGU 33 84 12
GUC 9 43 18| GCC 20 33 26 3“3273932 GGC29 933
GUA2! 0 4| GCA31 O 9| garg74721] GGA 4 0 0
GUG17 640| GCG23 0 2| GAG18 834| GGG 6 6 12
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(Saccharomyces) for which the relative frequencies are listed in the next
column headed by the word SAC. For example, among the six codons
coding for leucine, UUG is by far the most frequently used codon
(amounting to about 80%,). In the last column headed by HOM, frequencies
of codon usage are listed for some human genes. [tappears that, as far as the
pattern of codon usage is concerned, man is nearer to bacteria than to yeast.

The most thorough analysis of the pattern of codon usage which has
been made so far is that of Grantham and his associates (Grantham et al.,
1980a, b, 1981). They compiled extensive tables of codon usage from
reported messenger RNA sequences of various organisms. The number of
such sequences amounted to 90 in January, 1980, and 119in June, 1980, and
more recently, 161 in 1981.

They applied ‘correspondence analysis', a multivariate statistical
method, to the distances between messenger RNAs based on differences in
the usage of 61 codons; each messenger was treated as a point in a
multidimensional space. Then the data were projected on to a plane whose
horizontal and vertical axes correspond to the first and second most
important factors. Grouping was done by an automatic classification. The
results of analysis of 119 mRNAs (Grantham et al., 1980b) showed that
most genes in a genome have the same ‘coding strategy’ with respect to
choices among synonymous codons. Thus, mammalian, bacterial, virus,
mitochondrial and yeast plus slime mold genes fall in different classes. In
other words, there is a consistent choice of degenerate bases, and this
confirms ‘the genome hypothesis’ of Grantham et al. (1980b) which states
that each gene in a genome tends to conform to its species’ usage of the
codon catalog

On the other hand, application of correspondence analysis to amino acid
frequencies of 119 proteins show that no grouping of proteins by genome
type is evident; viral, bacterial, mammalian and other proteins lie in the
same class. This means that mRNA sequences contain information other
than that necessary for coding proteins, the other information being mainly
concerned with the choice of degenerate bases.

Grantham (1980) claims, based on these observations, that messenger
RNA is an evolutionary structure in its own right, and that the work by his
group reveals protein-independent molecular evolution of a ‘non-neutral
character’. In my opinion, however, what he calls ‘non-neutral’ is more an
expression of selective constraint rather than that of the adaptive mutant
substitutions that Grantham seems to have in mind.

Then, the problem is what is the main cause of selective constraint that
brings about such a choice of degenerate codons characteristic of each
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genome type. An important step forward for understanding this cause has
recently been made by Ikemura (1980, 1981a, b), Using two-dimensional
polyacrylamide gel electrophoresis, he separated the 26 known tRNA of
E.coli and measured their relative abundance in terms of molecular
numbers in the cells. He then investigated the relationship between the
tRNA abundance and the frequency of usage of the corresponding codons
in E. coli genes, such as tryptophan synthetase A protein (trp A), lac operon
repressor (lac 1) and ribosomal protein (r-protein) genes. A very strong
correlation was found between the tRNA abundance and choice of codons
among synonymous codons and also for codons corresponding to different
amino acids. Of particular interest, in the present context, is the finding that
among synonymous codons for an amino acid the most frequently used
codon invariably corresponds to the most abundant isoaccepting tRNA
species. Fig. 7.13 illustrates this relationship for the six synonymous codons
coding for leucine. The solid columns above represent the relative
frequencies of codon usage and the hatched columns below represent the
abundance of the cognate tRNA species. It is clear that the agreement

Fig. 7.13. Diagram illustrating the relationship between the relative
frequencies of usage of codons for leucine (solid columns above) and
the relative abundance of the corresponding cognate tRNA species
(hatched colums below) in E. coli. The frequencies of usage are based
on the data given in Fig 7.12, while the data on the abundance of
tRNA’s are from Ikemura (1981a, b). The plus sign between codons
CUC and CUU means that these two codons are recognized by a
single tRNA species (i.e. IRNAS®"), whose relative abundance (taking
that of tRNAT* as unity) is given by the hatched column below.
There is a similar meaning for the plus sign between UUG and UUA.
The relative amount of tRNA corresponding to CUA, which is a
minor species, is 0.1 (Ikemura, personal communication).
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between these two is excellent. Note that codons CUC and CUU are
recognized by a single tRNA species (tRNA}®), and, so also are UUG and
UUA.

Ikemura's proposal that codon usage is mainly constrained by the
availability of the corresponding tRNA species is much strengthened by his
recent finding that such a correlation also exists in yeast which has a very
different pattern of codon usage from that of E. coli. For example, among
six synonymous codons coding for leucine, the most frequently used one is
UUG in yeast. Ikemura found (personal communication, July, 1981) that,
in this case, the most abundant cognate tRNA species is exactly the one
which recognizes UUG (see Fig 7.14). Incidentally, these findings cast
doubt on the validity of the suggestions made by Modiano et al (1981) that
UUA and UUG are ‘pretermination codons' (that can mutate to termi-
nation codons by a single nucleotide substitution)and that, since four other
nonpretermination codons are available for leucine, codons UUA and
UUG are never used in the normal a- and §-globin genes. They claim that
usage of pretermination codons is avoided whenever possible as an
evolutionary strategy for reducing the rate of mutation with drastic effects.
It seems to me that the selective advantage coming from such a strategy is
too small (presumably the order of the mutation rate) to be effective in the
actual course of evolution.

Fig. 7.14. Diagram illustrating the relationship between the
frequencies of usage of synonymous codons for leucine and the
abundance of the corresponding cognate tRNA species in yeast. As in
Fig. 7.13, the solid columns represent the relative frequencies of usage
and the hatched columns the relative tRNA abundance. The
frequencies of usage are based on the data given in Fig. 7.12, while the
data on the relative abundance of tRNAs are from Ikemura (personal
communication).
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Previously, Fitch (1980) examined the mRNA sequences of f-
hemoglobin for human, mouse and rabbit, and observed that there is a
significant bias against the use of codons differing from terminating codons
by only one base. Rarity of usage of UUA and UUG is also evident in other
human genes (see Fig. 7.12), and, it is likely, if Ikemura’s hypothesis is valid,
that this is due to the paucity of the tRNA species that recognize these two
codons rather than to these being ‘pretermination’ codons.

Letus assume that, in general, the choice of synonymous codon is largely
constrained by tRNA availability, and that this is related to translational
efficiency as suggested by Post et al. (1979) and Tkemura (1981b). This leads
to a hypothesis that preferential codon usage represents the optimum state
in which the population of synonymous codons matches that of cognate
tRNA available in the cell. This will help to carry out more efficient cell
function leading to higher Darwinian fitness. Then, the concept of
stabilizing selection can be applied to treat the problem (Kimura, 1981d).
This approach must be compatible also with ‘the genome hypothesis’ of
Grantham et al. (1980b) which states that a surprising consistency in the
choice of degenerate bases exists among genes of the same or similar
genomes, and that ‘the genome and not the individual gene is the unit of
selection’,

In the following treatment, we assume that the pattern of codon usage
changes in the course of evolution in such a way that they match those of
cognate tRNAs. There is however, the reverse possibility of cognate tRNAs
(as determined by the numbers of their genes) being adjusted to match the
relative frequencies of synonymous codons. We do not know at present
which one of these two may be regarded as the primary cause. It is quite
likely that the influence is reciprocal, each regulating the other’s change,
and they shiflt very slowly in unison. In this section, however, I follow
Ikemura's (1981a, b) opinion and emphasize the aspect of the codon usage
being determined by the frequency of tRNAs.

We make use of the results obtained toward the end of the previous
chapter (see section 6.8) where the theories on the probability of fixation of a
mutant allele and the distribution of allelic frequencies are presented
(assuming two allelic states). Let us consider a particular site corresponding
to the third codon position, and, to simplify the treatment, let us group the
four bases into two classes, designating bases U (uracil) and A (adenine) as
A, and G (guanine) and C (cytosine) as 4,. We denote the frequency of
allele 4, by x so that the frequency of 4, is 1 — x. If v, is the mutation rate
from A, to 4, and if v, is the rate in the reverse direction, then equation
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(6.65) may be used to describe the steady state distribution of x under
mutation and random drift,

Let Q,, be the optimum proportion of 4, (G or C) at the third codf)n
position, and assume that mutation rates are equal between ,‘1, and A-,. ie.
¥, = V; in equation (6.65). The validity of this assumption (i.e. equality of
mutation rates), will be discussed later. Then the mean of x (i.e. X) does not
coincide with Q_, unless Q,, =0.5. So, we assume that stabilizing selection
is at work to hold % near Q. At individual sites, however, A, iseither ﬁxe_d
or lost most of the time (see Fig 6.8). Let f, be the probability that A4, is
fixed in the population at a given site. Similarly, let f, be the probability
that A4, is fixed (4, is lost). Then, from equation (6.68), we have f,/f, =
exp(B,), where B, =4N_f, = —4N_ima. Thus, we can estimate B, by
the relation B, =In(f,/f;), and we obtain B, =0.85 for f,/f, =0.7/03.
Since — Ama = B, /(4N ), and since N_ in most mammalian species must be
at least 10%, the intensity of selection which acts at an individual site to
produce ‘non-random’ codon usage is an exceedingly weak one, Imvil:lg
plenty of room for random drift to operate. This is consistent with
Latter's (1975) claim that mutations responsible for enzyme polymor-
phisms are very slightly deleterious with *Ns' values in the range 1-3.

One important question that remains is to what extent the rate of
evolution in terms of mutant substitutions is influenced by such selection.
Since the relative evolutionary rate (in terms of mutant substitutions) under
stabilizing selection as compared with the strictly neutral case is given by
u/u, with u, = 1/(ZN), we have, from equation (6.60),

1
Uiy = I/J‘ exp[ — B, x + Byx(1 — x)Jdx, (7.8)

o

where B, = —4N_ima and B, =2N_A(1 —im*)a®. If we assume that
2N Aa? is negligibly small so that B, ~0, then we get

ﬂfun""-"zfxlen(fszn)f(fz =ik (7.9)

Forf,/f, =0.7/0.3, as we observe at the third codon position in globin and
other mammalian mRNAs, we get u/u,=0.89. In other words, the
evolution is retarded by about 10%; from what is expected under complete
selective neutrality. Under the more extreme situtation of f;/f, =0.9/0.1,
we get u/up =049 which means nearly 507, retardation. If B, is not
negligible, however, the amount of retardation becomes larger. Assuming
that f,/f, =0.7/0.3, we get u/uy =0.63 if B, = 2. This corresponds to the
case for which the gene frequency distribution is illustrated in Fig. 6.8 by a
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solid curve. If B, =4, we get u/uy =044, and if B, =10 we get 0.14,
Probably, B, < 2 is more realistic than such larger values because a is likely
to be small and therefore a* must be an exceedingly small quantity.

In actual situations, however, there are other complications. First, the
number of possible ‘alleles’ (bases) at each nucleotide site is four rather than
two, and inequality of the frequencies of U and A, and also of C and G might
further retard the evolutionary rate, although as far as the ratio ufug is
concerned, its effect may not be very large. Secondly, the amount of the
selective constraint may differ from gene to gene depending on production
levels of individual genes. According to Ikemura (198012, b) the amount of
change in fitness (Aw) due to the change of production rate (Ar) caused bya
synonymous alteration is given by the equation

Aw = Pn-Ar, (7.10)

where Pn is a parameter which is closely related to the production level of a
gene (Ikemura, 1981b). This implies that, for a given change (Ar) introduced
by a synonymous alteration, the extent of fitness change (Aw) is pro-
portional to Pn. In other words, the effect on fitness is larger for genes of
more abundant proteins (such as r-protein genes). Ikemura reasoned that
the proportion of mutations that can be regarded as neutral or nearly
neutral should be larger for genes with low Pn values than for genes with
high Pn values.

Tkemura’s equation (7.10) could be paraphrased in more general terms to
fit the neutral theory as follows;

§'oc Pn-ja], (7.11)
where 5" is the average selection coefficient against the mutant and |a| is the
effect of substituting the mutant for the pre-existing allele.

As to the difference in the abundance of different tRNA species, [kemura
(1981a) has shown that, in E. coli, abundance is proportional to the number
of genes concerned ; an abundant tRNA species is encoded by several gene
copies and a minor tRNA usually by a single copy.

On the other hand, the validity of our assumption that mutation rates
(not necessarily the rates of evolutionary base substitutions) are equal
among the four bases (and therefore between A, and 4,) seems to be well
supported from data obtained through comparison of base compositions of
pseudogenes with those of the normal counterparts. In their study of the
evolutionary rates of pseudogenes, Miyata and Hayashida (198 ) made the
interesting observation that U-, C-, A- and G-ending codons occur much
more uniformly in globin pseudogenes than in their functional counter-
parts. It is expected, however, that even in pseudogenes there still remains
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the effect of base composition at the time when they were functional. So, in
order to eliminate such an effect as much as possible, I have only scored the
base frequencies at the third codon positions for which globin pseudogenes
and their normal counterparts differ rom each other.

If pseudogenes are free from selective constraint and their base sub-
stitutions have occurred at high rates, the base composition among the set
of the third codon positions chosen from the pseudogenes should reflect
better the pattern of mutational changes unaffected by selection. Table 7.5
lists the frequencies of the four bases thus scored at the third codon
positions of four globin pseudogenes. These frequencies were obtained by
comparing mouse x-3 with mouse z-1 (data from Nishioka et al,, 1980),
rabbit ¥2 with rabbit 1 (data from Lacy and Maniatis, 1980), human yx1
with human a2 (data from Proudfoot and Maniatis, 1980), and mouse fh3

Table 7.5. The observed numbers of four nucleotide bases at the third
codon position in globin pseudogenes. Base frequencies were scored only
in those third positions where the pseudogene differs from one of its
Junctional counterparts in the same species. For details see text

Observed numbers

Pseudogene U C A G Total
Mouse a-3 1 6 6 6 29
Rabbit 2 9 11 9 5 34
Human gal 17 7 10 10 44
Mouse fh3 1 7 11 6 25
Total 38 31 36 27 132
% 28.8 235 273 204 100

Fig. 7.15. The solid columns at the left represent th._-. .rdaqve :
frequencies of the four bases at the third codon positions in the globin
pseudogenes, while the shaded columns at the right show those in the
functional globin genes. For details, see text.
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with mouse £, (data from Miyata and Hayashida, 1981). It i3 clear from
this table that the four bases occur in roughly equal frequencies (supporting
the assumption V; = V;). On the other hand, the base composition at the
third codon positions in the normal counterparts of these pseudogenes
deviates significantly fromequality. In Fig. 7.15, base frequencies (in %) thus
obtained are compared between globin pseudogenes (solid columns at the
left) and their functional counterparts (shaded columns at the right). It is
interesting to note that the latter are very similar not only to the base
composition at the third codon positions of the globin sequences in general,
but also, to those of the third positions among four-fold degenerate
(‘quartet’) codons in mammalian genes as illustrated by Grantham (1980) in
his Fig. 3. Miyata and Hayashida (1981) seem to be correct in claiming that
the evolutionary rate of pseudogenes corresponds to a limiting rate as
predicted by Kimura (1977) based on the neutral theory, and with the
assumption that there are some selective constraints against Synonymous
changes.

In their earlier attempts to estimate the proportion of all point mutations
which are evolutionarily unacceptable (using data on human and rabbit f-
hemoglobin mRNA sequences), Boyer et al. (1978) obtained, among other
things, the following conclusions. (1) At least 95% of amino acid-altering
substitutions have been unacceptable by primate f-hemoglobin genes.
(2) Roughly 707, of synonymous f-Hb mutations are adaptively undesir-
able. (3) Only about 11% of all kinds of point mutations are acceptable and
the mutation rate is at least 10~ ® per site per year. (4) Non-randomness in
the codon choice arises due to selection exerted on pretranslational events.
(5) Selective constraint on nucleotide doublets influences not only non-
synonymous changes in evolution but also contributes to the genesis of
genetic polymorphisms.

Although their conclusions may need some revisions in the light of the
more recent studies which I have described already, Boyer et o/, (1978) are
justified in their claim that not all synonymous mutations are strictly
neutral and, indeed, a significant fraction of them are subject (o negative
selection (for the problem of CpG doublet deficiency, readers may refer to
Bird's (1980) observation discussed toward the end of chapter 3),

Probably the most significant fact revealed from the various studies
summarized in this section is that evolution (in terms of base substitutions)
is slowed down rather than accelerated by non-random choice among
synonymous codons. It supports the neutralist interpretation that the
selection involved is negative (coming from stabilizing selection) rather
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than positive Darwinian selection usually envisaged by the selectionists.

Although much remains to be clarified, I find it pleasing that such diverse
observations as the rapid change of pseudogenes and non-random usage of
synonymous codons can be understood in a unified and quantitative way
under the framework of the neutral theory by incorporating the concept of
stabilizing selection. Here again, the paramount importance of random
genetic drift in molecular evolution is evident.
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Population genetics at the molecular
level

8.1 Why a stochastic treatment is required

This chapter is intended to serve as a preliminary to the next
chapter where the mechanism for the maintenance of genetic variability at
the molecular level will be discussed. Since the neutral theory treats
mtraspecific variability as one aspect of the stochastic theory of molecular
evolution, it is essential to have a good understanding of the stochastic
theory, particularly as it is applied to molecular mutants in finite
populations. Actually, I have already presented some accounts of the
theory, notably in chapter 3, and also in section 6.8 of chapter 6. In this
chapter I shall present more systematically the relevant aspects of the
theory treating gene frequency changes as stochastic processes, where the
term stochastic process means the mathematical formulation of chance
events proceeding in time,

The necessity of stochastic treatment stems from the uniqueness of
mutations and the finiteness of populations: it comes from the [act that
individual molecular mutants are practically unique because of their
exceedingly low incidence, so that in a finite population their fates are
largely controlled by the random sampling of gametes in reproduction (see
chapter 3).

To see these points in more concrete terms, let us consider a hypothetical
mammalian population whose generation length is exactly one year, and
which comprises a hundred thousand individuals each year, To simplify the
story, let us also assume, for the moment, an ideal situation in which the
effective size of the population is equal to the actual size (ie. N, =N =109,
We consider a gene locus that codes for an imaginary protein consisting of
333 amino acids (somewhat similar in size to alcohol dehydrogenase). This
protein corresponds to 999 nucleotide sites in the coding region of the gene.
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Let us also assume that the mutation rate per site per generation, denofad
bY Uyues 18 3 % 1077 and that the mutation rates among the four nucleotide
basens (A, C, G and T) are all equal so that the mutational change from OP:
specific base to another (say from C to A) occurs at the 'ra:e (5/3) x Rl
This means that the expected number of new mutations per site per
generation in the whole population is 2Nu,,. or 0.001. With such a low
rate, a mutant gene, when it appears at a given site is Iik'eiy to be rcprcsmtnd
only once in the population. Also, with this rate, mlfmncfns occurata given
site on the average at intervals of 1000 generations in the population.
Furthermore, it can be shown that the great majority ol_' mutants are lost
ulation by chance within 20 or so generations.

fm’:'nh:ﬁuptzgon rate, n:,: =5 x 107%, was obtained from the estimated _r:-n‘e
of evolution of globin pseudogenes, which on tliu:.nmtml hypotl?ms is
equal to the mutation rate (see section 7.4). There is mdependen} endenm.
not requiring the neutral assumption, from the frequency and dlst-nbuuon
of rare human hemoglobin variants in the Japanese population. Usu.lg these
data, Kimura and Ohta (1973a) estimated the mutation nztc per amino acid
as v,, =4.5 x 10™°, which corresponds 0 v = 1.5 x .10 ® The agreement
is as good as can be expected, given the large uncertainty of the estimates,
and 1 shall take 5 x 10~ as a representative value. '

In Fig. 8.1, the survival probability of a newly arisen mutant, as
computed by the recurrence formula

P,=1—exp{—(l1 +35)P,} (8.1)

is illustrated for a few cases having different selgclion coeflicients. In this
formula, P, stands for the survival probability of a mutant after ¢

il i ion of time
Fig. 8.1. Probability of survival (P,) of a mutant as a function
t (i generations) after its occurrence. The sdec_:non eoeﬂ':g:ent of the
mutant is denoted by s. The course of change in the survival
probability was computed by using equation (8.1).

P,
0.5
£=0.0§
/ £=0.01
+=0.00
1 I I =~ 5=-0.05
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generations (t=0,1,2,..), assuming P, = 1. This problem was first solved
by Fisher (1930a, b). For an explanation, readers may refer to Crow and
Kimura (1970, p. 421). What is remarkable, and still sometimes overlooked,
despite the great influence of Haldane and Fisher, is that for individual
mutants their usual fate is extinction and that this applies even to mutants
with a definite selective advantage 4Ns> 1 unless the advantage is very
large.

In the following I shall consider the behavior of neutral mutants in some
detail, because of their obvious importance for this book. Furthermore, the
behavior of very weakly selected mutants is similar in many respects to that
of neutral mutants. The average length of time until fixation of a selectively
neutral mutant, excluding the cases of eventual loss, is 4N, generations
(Kimura and Ohta, 1969a), which means 400 000 generations (or years) in
our example. On the other hand, the average number of generations until
loss of a mutant, excluding the cases of eventual fixation, is

fo = 2N /N) log(2N) (82)
generations. This turns out to be 24.4 generations for the present example.

Thus an enormous difference exists between the average time until fixation
and that until extinction. The latter, however, has a standard deviation

olty) = 4N,/ /N, (8.3)
which turns out to be approximately 1265 and which is much larger than its
mean. On the other hand, the time until fixation has a standard deviation of
about (2.15)N, generations, roughly half the mean (Kimura and Ohta,
1969b).

Although the overwhelming majority of mutant genes are lost from the
population, a lucky minority spreads through the whole population. For a
neutral mutant, this probability of fixation is equal to 1 /(2N) which is | in
200000 in our example.

During the long course of evolution, turnover of allelic states will occur;
the predominant nucleotide base that occupies a given site changes from
one form to another (say, from C to A). In our present example, the average
interval that separates two consecutively fixed states is roughly 1/v, . or
2 x 10" generations.

To understand the process involved, a consideration of the steady-state
gene frequency distribution will be of help. Since the possible number of
different bases at a given nucleotide site is four, three frequency parameters
are required to represent allelic frequencies, and four-dimensional space is
needed to illustrate the distribution. However, if mutation rates are equal
among the four bases and if they are selectively neutral (i.e. equivalent), we
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may simplify our treatment by fixing our attention on one of the bases, say
A, while grouping the remaining three bases as one class (calling this 4°). Let
x be the frequency of base A at a given site in the population. Then, the
steady state distribution of x is given by Wright's formula
¢(x)=%+_—£]-u —xP i, (84)
where in this case a =4N_v,, and f =«/3, and I'() stands for the Gamma
function (see Kimura, 1968b; this is a special case of equation 3.5 therein for
K =4): ¢(x)dx can be interpreted as the probability of the frequency of A
lying within the short interval between x and x +dx. This distribution
allows another interpretation which is more appropriate in the present
context; if we trace the allelic composition at this site in the long course of
evolution, the relative number of times in which the allele A happens to
have frequency x is proportional to ¢(x). The diagram at the left side of
Fig. 8.2 depicts this distribution for N,=N =10* and v, =5x 107°
(@ =0.002). It is evident that the distribution is markedly U-shaped.
The probability of A being temporarily fixed in the population may be
obtained by integrating ¢(x) from x =1 — 1/(2N) to x= 1, and we obtain

fi=C;(2N)™% (8.5)
where C,=T(x+ p)/[T(e+ HI'(F)] (Kimura, 1968b). In our present
example, this turns out to be 0.24397. The probability of complete fixation
of one or another of the four bases is 4f , or 0.97588, so that the probability
that the population contains two or more different bases simultaneously is
(1 —4f,) or 0.02412. These calculations give the probabilities of the fixed
state or monomorphism (and also those of a segregating state or
polymorphism) in the strict sense of the words. In practice, however, when
we define monomorphism, it is more convenient to include cases in which
rare variants exist in the population, because they are unlikely to be
detected with a limited sample size.

So let us call a population ‘monomorphic’ if the total frequency of
‘variant’ alleles (or less frequent bases) is ¢ or less, It is customary to take
g=001. Under this definition, the probability that the population is
monomorphic (at the level of g) with respect to nucleotide base A is

1
PoonlA) = J. ¢(x)dx = C,q". (8.6)
1-q

In our present example where & =0.002, C, ~0.25 and ¢ =0.01, we get
PoonolA) 2 0.2477. This means that the probability of polymorphism, as
computed by 1 — 4P .(A) is 0.009168.
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The average homozygosity at this site is
1
k, =4.[ X p(x)dx = (x + 3)/(4a + 3), (8.7)
o

which, in our example, turns out to be 0.998005. Then, the average
heterozygosity (h,) at this site, as given by 1 — i, amounts to 0.001995.

These calculations show that, at individual nucleotide sites, a polymor-
phic state is very rare. This ensures the existence of species-specific
nucleotide sequences. In our hypothetical mammal, a change from one
fixed state to another occurs at an average interval of 200 million years
(generations), and, in between, the transitional (i.e. polymorphic) states
occupy an average length of 400 000 years, which is a fraction amounting to
only 1/500. The right hand side diagram of Fig. 8.2 illustrates the course of
such changes.

Let us now consider evolutionary changes of the gene as a whole. In our
example, the coding region of the gene comprises 999 nucleotide sites
corresponding to 333 codons, and therefore the total mutation rate
amounts to about 5 x 10™% per gene per generation. Among the base
changes in this region, those occurring at the first and second codon
positions usually lead to amino acid changes, while only some 1/3 of those
at the third positions lead to amino acid changes. Thus the total mutation
rate for amino acid altering changes amounts to approximately 3.9 x 107%
which we shall denote by vy, Let us assume (following Shaw, 1970) that on

Fig 8.2 Diagrams illustrating the process of evolutionary base
substitutions at a given nucleotide site in a hypothetical mammal
consisting of 10° breeding individuals and having a generation span of
one year. It is assumed that the mutation rate per site per generation
is £,,. =5 x 107 and that mutation rates between any two of the
four bases (A, C, G, T) are all equal. The diagram on the left-hand

side shows the probability distribution of the frequency (x) of base A,
while the diagram on the right-hand side depicts a typical course of
change in the frequency of A with time (z). For details, see text.
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the average 1/3 of the amino acid replacements can be detected by standard
methods of electrophoresis. Then, the rate for electrophoretically detect-
able mutations is 1.3 x 10™% per generation which we shall denote by vy,
A large fraction of such mutational changes are likely to be deleterious, so
let us assume that on the average only 1/10 of amino acid altering mutations
are selectively neutral, while the remaining 9/10 are definitely deleterious
contributing neither to molecular evolution nor polymorphism. Under .
these simplifying but not totally unrealistic assumptions, the mutation
rate for electrophoretically detectable selectively neutral mutations is
1.3 x 10~ 7 per gene per generation. This rate will be denoted by v,-

Then, how much genetic variability is expected at this locus in the form of
protein polymorphism (as detected by the standard electrophoretic
method)? To answer this question, we use the ‘model of infinite alleles’
which we shall explain in more detail in the next section. This model is
based on the consideration that a gene consists of a large number of
nucleotide sites each of which may be occupied by one of four kinds of bases
and therefore, in combinatorial terms, the possible number of allelic states
is astronomical. In the context of the present calculation, this amounts
to the assumption that whenever an amino acid change occurs in the
protein, it represents a new type, not pre-existing in the history of the
population. Under this model, the expected heterozygosity at this locus is
o 4N¢”EE| [88]

4N vg + 1
(Kimura and Crow, 1964). For N, = 10° and vy =13 x 10" 7, this gives
A,~0049 or 49% heterozygosity. Among vertebrate species so far
investigated by various authors, the distribution of the average heterozy-
gosity has a mode around 5%, (see chapter 9), so this is a realistic value. The
infinite allele model also allows us to compute the probability of protein
polymorphism by the formula

Puy=1-9" (8.9)

(Kimura and Ohta, 1971b), where V = 4N, vge,. For ¢ = 0.01, this turns out
to be 0.213; namely, if a large number of equivalent loci in the genome of
this mammal could be studied, the expected fraction of polymorphic loci is
21.3%. This is again a realistic value. According to Nevo (1978) the mean
proportion of polymorphic loci per population (P) and the average
heterozygosity per locus per individual (H) are respectively P =0.147 +
0.098 and H =0.0359 + 0.0245 for 46 mammalian species.

The next question is: what is the rate of evolution in terms of amino acid
substitutions in our hypothetical mammal? This rate is the one usually
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estimated by comparative studies of homologous protein sequences and it
is expressed taking one year as the unit of time. In this book we have
denoted this by k,, (see chapter 4). Theoretically, this rate can be obtained
by noting that it is equal to the rate at which amino acid altering mutations
that are selectively neutral occur per gamete per year (see equation 3.20). In
our example, we have assumed that only 1/10 of amino acid altering
mutations are selectively neutral and that v,,. =5 x 10~?, Therefore, the
relevant mutation rate per codon (which comprises three nucleotide
positions) is vgea, = (1 + 1 4+ 1/3)u,,. x (1/10) per year, which turns out to be
1.17 x 107°. Thus, for our hypothetical mammal, the rate of molecular
evolution is k,, =1.17 x 10™? per amino acid site per year.

We have already seen in chapter 4 that the median of the evolutionary
rates of 21 proteins (estimated mostly for mammals)is 1.3 x 10~ ° per amino
acid site per year, so the present k,, value is quite realistic. Note that this
rate is independent of the effective population size, because it represents the
selectively neutral substitutions.

Finally, | would like to point out that although we made a simplifying
assumption that the effective and actual population sizes are equal, thisis a
highly unrealistic assumption. In natural populations the relevant effective
population size (N ) for discussing evolution and variation at the molecular
level must usually be much smaller than the apparent population size (N).
If there is a great deal of mortality between censusing and reproduction or if
reproduction is restricted to just a few (as for males in highly polygynous
species) the effective number may be orders of magnitude less than the
census number. As shown in chapter 3, such factors as inequality of the
numbers of breeding males and females, fluctuation of the population size
from generation to generation, inheritance of fertility, local extinction of
colonies followed by recolonization etc. all contribute to make N, smaller
than N. Especially, if the population size goes through a sequence of
bottlenecks im the course of evolution and if recovery from reduced
population size after each bottleneck is slow, the average heterozygosity
will be much reduced (Nei er al., 1975), contributing greatly to a decreased
value of N, This means that we tend to overestimate the average
heterozygosity if we apply equation (8.8) taking N, as the value of the
population size of a species when it is in a flourishing condition. In nature,
even il some species are widely distributed and cover an enormous area
comprising an immense number of individuals, it is rather unlikely that they
have always been so during the previous millions of years and will remain so
in the coming millions of years. Sooner or later such a state will be disrupted
by the process of speciation. For an average mammal, such as we have in
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mind, it is reasonable to assume that, unless it becomes extinct, it changes
into a new species at intervals of half million years or so, and that in each
stage of speciation, a significant reduction of population size occurs.
Probably no species on the earth can maintain an immense population size
for millions of generations. This must be the main reason why the observed
heterozygosity per enzyme locus in various organisms seldom exceeds 307,
even in very large populations such as insects. In mammals, according to
Nevo's (1978) Fig. 2, the average heterozygosity (H) among 48 mammalian
species is distributed almost uniformly between 0% and 7%, although, in
two exceptional cases, the H values are around 107%.

In our hypothetical mammal, we showed that, at an individual nuc-
leotide site, the turnover of bases occurred at an average interval of 200
million years. During this period, then, it must have gone through 400
episodes of speciation. Even the duration of a neutral polymorphic state,
which is 4N_ + 2.15N, or 400 000 + 215000 generations, can sometimes be
longer than the history of a species.

Thus, although the change of gene frequencies is random, the process of
change is extremely slow by ordinary standards. Suppose that the
frequency of a polymorphic allele at a given locus happens to be p, then the
change in one generation of this frequency in the whole species has a mean
of zero and variance

a3, = pll = p)2N ). (8.10)

Therefore, a probable amount of change (i.e. 6;,) in one generation is less
than 0.12%. Even with observations extending over 10 generations for a
polymorphic allele whose frequency is around 50%, the probable amount of
change is only about 0.35%.

If the species consists of a number of local colonies or ‘demes’, the
changes in individual demes are expected to be larger, but as a whole they
tend to average out to the above value. If, by chance or by some unknown
cause, the gene frequency of one deme is greatly disturbed, it will sooner or
later be brought back, through migration from neighboring demes, to a
frequency not very different from the average frequency of the species as a
whole. This may give the impression that the polymorphism is balanced.
Actually, the polymorphism is transient if it is selectively neutral, but for
our ephemeral existence, it is almost as if permanent.

Incidentally, a rapid decrease of the population size during the last few
generations (such as is found in some game animals due to overhunting) is
unlikely to cause a significant reduction in heterozygosity, except for
extreme situations. To see this point, let us suppose that in our hypothetical
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mammal the effective population size has been halved in each generation
over the last ten generations. During this process, the population size has
decreased from N, = 10° to N, =97.7, roughly a thousand fold reduction.
Yet, the heterozygosity is expected to have decreased from A, = 4.90% to
A, =4.85%, a very insignificant decrease indeed.

82 Some models of allelic mutations

It had long been customary in population genetics to assume a
model of mutations in which there are two possible alleles at a locus and
mutations occur reversibly between the two, as may be expressed in the
form;

A=a

Such a model, although simple and still useful for some cases, cannot in
general be used to estimate genic variability at the molecular level, because
the total number of allelic forms that are possible at any gene locus is
enormous. For example, at a locus comprising 1000 nucleotide sites, the
number of alleles that can be produced by base replacements alone
(excluding structural changes) is 4'°°° or roughly 10%°2. For any one of
these, there are 3 x 1000 or 3000 alleles that can be reached by a single-step
base replacement, so the chance of returning to the original allele from any
of them by a further single base change is only 1 in 3000 (assuming equal
probability for all mutational changes). The total number of possible alleles
isalmost infinite as compared with the total number of alleles contained in a
population at any time. These considerations were used by Kimura and
Crow (1964) to justify the model which was later called the model of infinite
alleles (Kimura, 1971). In this model, it is assumed that the possible number
of isoallelic states at a locus is so large that each new mutant represents an
allelic state not pre-existing in the population. Schematically, the model
may be expressed as follows.
A=Ay = A=A > Ag— ...

If the alleles produced by mutation are selectively neutral (i.c. selectively
equivalent), the level of heterozygosity that may be attained at statistical
equilibrium where mutational production of new alleles is counterbalanced
by random extinction of alleles can be calculated as follows.

Let v be the mutation rate per locus per generation, and let [, be the
probability that two homologous genes in an individual are identical in
allelic state in the ¢-th generation (¢t =0, 1, 2, .. ). In other words, f, is the
probability of an individual being homozygous at a given locus in the ¢-th
generation. We assume a random mating, monoecious population of
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effective size N, in which self-fertilization occurs with probability 1/N,.
Then we have

fiar=(1 —nl‘[;. l-;—f')+(1 —Fl;:)f,]. (8.11)

This may be obtained by noting that two homologous genes within an
individual in the next (i.e. ¢ + 1-th) generation are either derived from the
same individual or from different individuals in the present (i.c. t-th)
generation with probabilities 1/N, and (1 — 1/N ) respectively: if they are
derived from the same individual, they are either derived from lhc same
gene or from two homologous genes each with probability 1/2. In this casc,
if they are derived from the same gene, we have f = 1, but if they are derived
from homologous genes, f remains unchanged. Thus, we get the first term
inthebramoutherighz-handsideinlheaboveequaﬁon.OnLheou-ﬂ
hand, if they are derived from two different individuals, f also mm
unchanged. Note that under continued random mating among monoecious
individuals, the probability of identity in allelic state is the samcwhct.her we
take two homologous genes from the same individual or from two different
individuals. Thus we obtain the second term in the braces. Finally, the term
(1 —v)* comes from the fact that only when milherofthetwogen'u mthc
uniting gametes has mutated, do they contribute to the homozygosity in the
next generation. Although we assumed a popuhum of monoccious
organisms in this derivation, the situation is essentially similar for a
population with separate sexes unless N is extremely small (seec Crow and
Kimura, 1970, p. 102).
If we assume that v is very small but N_ is very large (t €1 <€ N),
equation (8.11) may be replaced by the differential equation

et = (8.12)
()
From this we obtain
Ji=Jo +(f.,—fuJ="p[—(2u+2lT‘)a} (8.13)
where
ot (8.14)
fo= 4N +1

is the expected homozygosity at equilibrium. 1
In actual populations, f can be estimated by the sum of squares of allelic

frequencies. The reciprocal of this has been called the ‘effective number of

alleles’ by Kimura and Crow (1964). The average heterozygosity per locus
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at equilibrium is given by
4N v
dNp+1 -~ 313

Equation (8.13) shows that if the population is not in an equilibriumstate, it
approaches this state at the rate (1 +4N_0)/(2N,) per generation. This
means that if the effective population size is very large, an enormous length
of time is required (of the order of 4N, generations unless 4N,7 s large)
for the population to reach a new equilibrium, for example, after the
population number has suddenly increased many-fold.

The above formula for A, refers to the average heterozygosity of the
equilibrium population. If we consider an infinite collection of equivalent
populations undergoing independent evolutionary change by mutation
and random drift (with the same values of v and N,), the amount of
heterozygosity in each population is a random variable. In other words, one
minus the sum of the squares of the allelic frequencies,

Ho=1-3x
i

A=1-f =

(where x; is the frequency of i-th allele), may differ randomly from
population to population, and A, in equation (8.15) represents theaverage
value of H, ‘over all populations at equilibrium. Then, the observed
heterozygosity of an arbitrarily chosen population is likely to deviate from
the mean value.

The problem of obtaining the variance of the heterozygosity(¢})is much
more difficult than obtaining the mean, but this has been solved by Stewart
(1976). His formula is

ok = o 8.16)
(1+60°2+6)3+6) 4
where 6 =4N v. Actually, Stewart (1976) derived the relevant fomula for
a model assuming an arbitrary number, K, of allelic states, and theformula
above corresponds to the special case K =oco. I shall discus some
properties of the K-allele model later.

Itisalso important to investigate the numbers and relative frequencies of
alleles in the population. Under the infinite allele model, turnover of alleles
occurs continuously in the population, old alleles being replaced by new
ones as time goes on, and in this sense no steady state exists; alleles are
perpetually in flux. However, if we fix our attention on those allelsactually
contained in the population at a given moment, and inquire & 1o the
relative abundance of alleles having different number of representatives,
evidently there is a definite pattern of relative abundance. Thisallows us to
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define a distribution of allelic frequencies at steady state which we denote by
®(x). This distribution has the meaning such that @(x) dx represents the
expected number of alleles whose frequency is in the range x to x + dx. For
neutral mutations, it has been shown by Kimura and Crow (1964) that

D(x) = 4N, o1 — x)*¥"1x1, (8.17)
Note that this type of frequency distribution differs from the probability
distribution of a given allele at a locus among equivalent populations, such
as equation (8.4) in the previous section. The distribution ®(x) was called
‘frequency spectrum’ by Ewens (1972). In the following, I shall mainly use
the letter M to stand for 4N v, although letter # may also be used from time
to time (in either case, | shall endeavor to keep the meaning of various
letters straight). In terms of this distribution @(x), the statement that the
frequencies of various alleles at a locus in a population adds up to unity
may be expressed as

Jlxﬂxhxn 1.

0
This can be confirmed by substituting M(1 —x)*~'x~"' for ®(x) and
integrating the left-hand side. Similarly, the average value of the sum of the
squares of the allelic frequencies or the average homozygosity is

- 1
J=H,= J‘nxqu)dx=l"+ L

where M =4N_v. This agrees with equation (8.14).
The expected number of alleles whose frequencies are in the interval
(x,.x,) may be obtained from

fa(xy, X3) = r@(x)dx- (8.19)

(8.18)

If allelic frequencies are scored at L equivalent loci, this value has to be
multiplied by L. One important property of this distribution is that
although it contains two parameters N, and v, they enter the formula only
as a product N v so that the distribution ®(x) is determined completely bya
single parameter M = 4N v, Furthermore, as shown in equation (8.1 5) the
average heterozygosity (H,)is equal to M/(M + 1)so that if we know this we
can estimate M by the relation

M=Ha/01-1). (8.20)
Then we can compute the expected numbers of alleles in various frequency

classes using equation (8.19) and compare them with the corresponding
observed numbers. As an example, I shall use the data from Ward and
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M. According to these authors, the distribution of the evolutionary rate of
amino acid substitutions and that of the molecular weight suggest that an
appropriate value of  is about 1 (see also Fuerst et al, 1977). The
relationship between the average heterozygosity (H,) and M is more
complicated in this model, but Nei (1975) derived a useful formula

i Vie
R'=1+ﬂ"(1+m’ @

which gives a good approximation to A, except when « is small and M is
large. This shows that variation of the mutation rate among loci tends to
decrease the average heterozygosity. In the case of the plaice, A, =0.102,
and we get M =0.128. The dotted columns in Fig.8.3 represent the
expected numbers of alleles obtained by using equation (8.22) assuming
@ =1and M =0.128. It is interesting to note that the expected values thus
obtained do not differ very much from those derived by equation (8.17)
(compare the dotted columns with the dashed columns). Therefore, the
excess of rare alleles stands out even if the variation of mutation rate among
loci is taken into account.

Let us examine in more detail the occurrence of rare alleles whose
frequencies are less than g, where we shall usually take g = 0.01 when we
apply the theory to actual observations. It can be shown mathematically
(see section 8.4 below) that, in the neighborhood of x = 0, the behavior of
mutants in general, including those having a mild selective advantage or
disadvantage, is essentially the same as that of selectively neutral mutants.
Thus the formula

q
f(x<q)= B(x)dx ~ Mlog,(27g) (8.24)
Li2/)
is valid, as pointed out by Nei (1977), if 4N Islq is small, where |s| is the
absolute value of the selection coefficient of a mutant allele. In this formula
M stands for 4N,v; however v here represents the mutation rate for all the
alleles for which 4N |slg < 1 rather than Jjust the selectively neutral alleles.
In fact, Nei (1977) proposed the use of equation (8.24) for estimating the
mutation rate for proteinloci. In the following discussion we shall denote M
in this equation by M_ in order to distinguish it from M obtained by
equation (8.20). If rare variants are scored at more than one locus with a
large sample for each locus (the mean size being 7 per locus), and if N, is
known, we can estimate the total mutation rate per locus by

vr = M,/(4N ), (8.25)
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where
M, = i,(x < g)/ log,(2Aq), (826)
in which an appropriate value for g is 0.01. ‘

Since the sample size has to be large in order to estimate M, from
observations on rare variants, I have chosen from the data by Ward and
Beardmore (1977 ; see their Tables 2 and 3), 11 loci for which the sample size
per locus is larger than 1000. The average sample size per locus turned out
to be 1= 1956.1. Of these 11 loci, 8 are polymorphic and 3 are monomor-
phic. The average heterozygosity of these 11 loci is 0.147 which is not very
different from the average heterozygosity of 46 loci, i.e. 0.102. Among these
loci, 30 alleles are found whose frequencies in the sample are less than 0._01.

i, (x < 0.01) =30/11 =273 per locus. Then, applying equation
(-;l.l;ﬁr],c?;?cr:‘:reasumeq =001, weget M, =2.73/log(2 x 19.56) =0.74.1f
we denote the total mutation rate per locus by vy, then vy =0.74/(4N ). The
real value of N, is not known but if it is 10°, we have oy =1.6 x 10"".

One important point here is that, even when the actual value of N, is not
known, we can estimate the proportion (which we shall denote by P,..,) of
mutations that are selectively neutral (at the time of their occurrence) by the
following method. If the neutral theory is correct md if the mutant alleles
responsible for the protein polymorphism are selectively ucuml, then the
value of M, i.e. 0.114 which we have obtained by substituting the observed
average heterozygosity A, =0.102 into equation (8.20), should represent
4N ,v,, where v, is the mutation rate for selective neutral alleles that are
electrophoretically detectable. Therefore, we have

Ppeus = o/ = M/M, (827)
Substituting the values of M and M, as estimated above, into this equation,
we get P,... = 0.15. This means that one mutation out of 6.5 on the .average
is selectively neutral while the remaining 5.5 are too deleterious to
contribute to protein polymorphism.

The occurrence of rare variants is also reported in the Japanese macaque
(Macaca fuscata fuscata) studied by Nozawa and his associates (sfne for.
example, Nozawa et al., 1982). They surveyed 32 independent protein loci
and obtained 1.3% as the average heterozygosity, which is a rather low
value even for mammals. Their extensive studies made so far yield the
following data (K. Nozawa, personal communication, 1981). The average
number of rare variants per locus is #,(x < 0.01) = 23/32 = 0.719, and the
average sample size is 7i=1609.9. Thus we get M‘l-i,[x <0.01?f
log,(27 x 0.01) =0.207. The observed average heterozygosity per locus is
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Bea@morc{ 1977) on protein variation in the plaice, Pleuronectes platessa,a
marine f?ntﬁsh. They screened electrophoretically detectable variations ;t
46 protein loci (39 enzymes and 7 non-enzyme proteins) taking very large
samples from the Bristol Channel population. This probably represents the
most comprfhcnsive investigation of protein variation in fishes. The mean
heterozygosity per individual per locus turned out to be 0.102 + 0.026. The
nu mbers in the sample differ from locus to locus: there are more than 2000
in 8 loci, between 2000 and 500 in 9 loci, between 500 and 100 in 16 loci, but
less than 100 in the remaining 13 loci. Using equation (820), we get
M =0.114 for A, =0.102. Then, the expected number of alleles in various
frequency classes, Ai,(x,, x,), can be computed by integrating L®(x) or
46M(1 —x)“"x"fromx=x, tox =x,. In Fig 8.3, the expected numbers
thus computed are shown by hatched columns. The corresponding
observed numbers are represented by solid columns. (As to the dotted
columns, I shall explain them later.)

Fig 8.3, Histogram showing observed and expected distributions o
ﬂ’::: I:-tuq“:cmﬂln solid columns represent observed numbers o{'

protein loci in the plaice, Pleuronectes platessa (data from
Ward and Beardmore, 1977). The hatched columns rt-prueu(t the
expected numbers of alleles based on the infinite allele model of
Kimura and Crow (1964) while the dotted columns represent the
expected n_umbeu computed by using Nei et al's (1976a) model
incorporating possible variation of the mutation rates among loci.
Abscissa: allele frequency. Ordinate: number of alleles in various
frequency classes.
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In comparing the observed distribution of allelic frequencies with the
theoretical one, we must keep in mind that the distribution ®(x) refers only
to those alleles actually contained in the population; although there are an
infinite number of possible alleles, only a limited number of them are
present at any moment in a population, and we do not include the countless
number of missing alleles. This means that each monomorphic locus makes
only one contribution to an allelic class containing x = 1.0. Therefore, 1
included monomorphic loci in the right-most solid column which repre-
sents the number of alleles in the frequency range [09,1.0]. On the other
hand the left-most class which represents the number of alleles in the
frequency range (0, 0.01) contains many rare variants, and they tend to
come from loci for which large samples were scored. The expected number
fi,(x < 0.01) in this class was computed by taking as the lower limit of
integration, the reciprocal of twice the average number of the sample size
per locus, namely, 46 times the value of

.01 01
i (x -c0.01)=r D(x)dx =M (1—-xM'x"'dx, (821)
1H28) 1NN
where 7 is the average sample size, which is 678.9 in the plaice studied by
Ward and Beardmore (1977).
It is clear from the figure that the expected number of alleles in this class is
much smaller than that observed. A similar tendency is noticeable for the
next frequency class (0.01, 0.1). Except for these two classes, the agreement
between observed and expected numbers is satisfactory. Similar obser-
vations showing an excess of rare alleles were presented by Ohta (1975,
1976b) for Drosophila and human populations. In the above analysis of the
plaice data, we have treated the 46 loci as if they are equivalent in having the
same M(=4N.,v) values. However, it is much more likely, and indeed
realistic to assume that mutation rates for neutral alleles differ among loci
due to differences of the gene size as well as differences in the functional
constraints of proteins for which they code. To take such variation into
account, Nei et al. (1976a) proposed an infinite allele model in which is
incorporated the assumption that the mutation rate (more precisely the
mutation rate for neutral alleles) among loci follows a gamma distribution.
They showed that if M or 4N v follows a gamma distribution with mean M
and variance ¥, then the formula for the distribution of allelic frequencies
corresponding to equation (8.17) becomes

Mx Yl—x)"!
[1—(M/ag)log (1 —x)]**"’

O(x) = (8.22)

where a = M*/V,, is the reciprocal of the squared coefficient of variation of
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M. According to these authors, the distribution of the evolutionary rate of
amino acid substitutions and that of the molecular weight suggest that an
appropriate value of « is about | (sec also Fuerst et al., 1977). The
relationship between the average heterozygosity (A,) and M is more
complicated in this model, but Nei (1975) derived a useful formula
M Vi
H"’1+.¢?“(1+m’ &)

which gives a good approximation to A, except when x is small and # is
large. This shows that variation of the mutation rate among loci tends to
decrease the average heterozygosity. In the case of the plaice, A, =0.102,
and we get M =0.128. The dotted columns in Fig. 8.3 represent the
expected numbers of alleles obtained by using equation (8.22) assuming
x=1and M =0.128. It is interesting to note that the expected values thus
obtained do not differ very much from those derived by equation (8.17)
(compare the dotted columns with the dashed columns). Therefore, the
excess of rare alleles stands out even if the variation of mutation rate among
loci is taken into account.

Let us examine in more detail the occurrence of rare alleles whose
frequencies are less than g, where we shall usually take ¢ =0.01 when we
apply the theory to actual observations. It can be shown mathematically
(see section 8.4 below) that, in the neighborhood of x = 0, the behavior of
mutants in general, including those having a mild selective advantage or
disadvantage, is essentially the same as that of selectively neutral mutants.
Thus the formula

L)
nx<q)= D(x)dx ~ Mlog,(2ng) (8.24)
L2
is valid, as pointed out by Nei (1977), il 4N |slg is small, where s| is the
absolute value of the selection coefficient of a mutant allele. In this formula
M stands for 4N v; however v here represents the mutation rate for all the
alleles for which 4N [s|g < | rather than just the selectively neutral alleles,
In fact, Nei (1977) proposed the use of equation (8.24) for estimating the
mutation rate for protein loci, In the following discussion we shall denote M
in this equation by M_ in order to distinguish it from M obtained by
equation (8.20), If rare variants are scored at more than one locus with a
large sample for each locus (the mean size being # per locus), and if N, is
known, we can estimate the total mutation rate per locus by

vr = M_/(4N), (8.25)
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where
M, =i, (x <q)/log.(27q), (8.26)
in which an appropriate value for ¢ is 0.01, _

Since the sample size has to be large in order to estimate M, from
observations on rare variants, | have chosen from the data by Ward and
Beardmore (1977; see their Tables 2 and 3), 11 loci for which the sample size
per locus is larger than 1000. The average sample size per locus turned out
to be i =1956.1. Of these 11 loci, 8 are polymorphic and 3 are :‘nonomor-
phic. The average heterozygosity of these 11 loci is 0.147 which is not very
different from the average heterozygosity of 46 loci, i.e. 0.102. Among these
loct, 30 alleles are found whose frequencies in the sample m[l%ss than Ou(::n

' i, (x <0.01) =30/11 =273 per locus. Then, applying equa
gﬁr:i:v;;:‘:fe assume g = 0.01, we get M, = 2.73/log,(2 x 19.56) =0.74.If
we denote the total mutation rate per locus by vy, then vy = 0.74/(4N ). The
real value of N, is not known but if it is 10°, we have vy = 1.6 x 10_".

One important point here is that, even when the actual value of N is not
known, we can estimate the proportion (which we shall denote by P, of
mutations that are selectively neutral (at the time of their occurrence) by the
following method. If the neutral theory is correct and if the mutant alleles
responsible for the protein polymorphism are selectively neulnl. then the
value of M, i.e. 0.114 which we have obtained by substi::uhns l: observed

v heterozygosity A, =0.102 into equation (8.20), should represent
:Ne:::c where :ﬁ the mutation rate for selective neutral alleles that are
electrophoreticaily detectable. Therefore, we have

Pnem = BO";nT= Mfol (827}

Substituting the values of M and M, as estimated above, into this equation,
we get P, = 0.15. This means that one mutation out of 6.5 on the average
is selectively neutral while the remaining 5.5 are too deleterious to
contribute to protein polymorphism,

The occurrence of rare variants is also reported in the Japanese macaque
(Macaca fuscata fuscata) studied by Nozawa and his associates (sfae l'm:
example, Nozawa et al., 1982). They surveyed 32 independt.:m protein loci
and obtained 1.3% as the average heterozygosity, which is a rather low
value even for mammals. Their extensive studies made so far yield the
following data (K. Nozawa, personal communication, 1981). The average
number of rare variants per locus is #,(x < 0.01) = 23/32 = 0.719, and the
average sample size is 7=1609.9. Thus we get Mq.-ﬁ.(x <0.0l?,‘
log, (27 x 0.01) =0.207. The observed average heterozygosity per locus is
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H,=0013 +0.0014, from which we get M = A /(1 — H,)=0.0132. Using
these values, we obtain P, = M/M, =~ 0.064. This means that, roughly
speaking, one mutation out of 16 is selectively neutral in Japanese
monkeys. This is less than half as large as the corresponding value obtained
for the plaice.

The census number of the total population of the Japanese macaque is
estimated to be 20000 ~ 70000. It is also estimated that the effective
population size is about one-third of its census number (cited from Nozawa
et al., 1975). Following Nei (1977), if we assume N, =2 x 10%, we obtain
oy =M_/(4N) =26 x 107°. On the other hand, the mutation rate for
neutral alleles is v, = M /(4N _) = 1.65 x 10™7 per generation.

The two estimates for P, ie. 0.15 for the plaice and 0.064 for the
Japanese macaque, considering the possibly large statistical errors in-
volved, suggest that 1/10 is a realistic value for the probability of amino
acid-altering mutations being selectively neutral. Note that this is the value
which we assumed for our hypothetical mammal discussed in the previous
section,

Let us consider more generally the number of alleles contained in the
population and also in the sample, still assuming the model of infinite
neutral alleles. The expected value of the number of different alleles in the
population is

1 1
i, = D(x)dx = 4N,u-[ (1 —x)*¥~1x~1dx. (8.28)
nzm 1H2IN)
Note that the lower limit of integration is 1/(2N) rather than zero, and that
i, depends much on N even when 4N v is constant; i, becomes larger as N
increases. This is understandable because the larger the population the
higher the chance of different rare variants existing somewhere in the
population. In fact, /i, becomes indefinitely large as N — co while keeping
4N.v = constant. This may be compared with the effective number of alleles
which is denoted by n, and which is defined as the reciprocal of the sum of

squares of allelic frequencies. For neutral mutants the expected value of this
is

1
fig = l/j x*D(x)dx =4N,v + 1. (8.29)

0

In general, the effective number of alleles (n,) is smaller than the actual
number of different alleles (n,) in the population. Only when various alleles
occur in equal frequencies, do we have n, = n,. One characteristic of n, is
that it depends on 4N v but is largely independent of the sample size n
unless nis very small. As an example showing the difference between these
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two measures of the number of alleles, let us suppose that four alleles, 4,,
A,, A5 and A, occur with respective frequencies 0.5, 0.3, 0.15 and 0.05. Then
the sum of squares of allelic frequencies is f =(0.5)* +(0.3)* +(0.15)* +
(0.05)* = 0.365 so that n, = 1/f = 2.74, which is smaller than the actual
number n, =4. Clearly, rare alleles contribute little to n,.

Next, we shall consider the number of alleles in a sample. Suppose we
draw a sample of size n from the population. Then what is the expected
number of alleles in the sample? Consider a particular allele whose
frequency in the population happens to be x. The probability that this allele
is represented at least once in the sample is | — (1 — x)**. The expected
number of alleles whose frequencies in the population are in the range x ~
x + dx is ®(x)dx. Therefore, the expected number of different alleles in the
sample of size n is

Ay = J.l [1 = (1 = x)*]®(x)dx. (8.30)
0

It was shown by Ewens (1972) that if all the alleles are selectively neutral so
that ®(x) is given by (8.17), the relationship between the expected number of
alleles in the sample and the population parameter § =4N v is

) (]

)
5 —— 8.31
i, 8+G+I+"'+B+2n-l (8.31)

He showed that if the population parameter @ is estimated by this formula
by substituting for 71, the actual number of different alleles in the sample (n;),
it has some desirable statistical properties. First, the estimator, say 8, thus
obtained is indeed the maximum likelihood estimator of 8, namely,

N ]
S R TR B ey i

Secondly, this estimator is sufficient, that is, all information regarding 8 is
contained in n; namely, if n, is given, the joint probability distribution of
the number of representatives of various alleles in the sample is independent
of 6. He claims that, as compared with this, the common method of
estimating # by equating 1/(1 + ) to the expected homozygosity (see
equation 8.18) is much less satisfactory. According to Ewens (1979), 6
estimated by 1/f — 1, where f is the sum of squares of allelic frequencies in
the sample, is strongly biassed and is accompanied by a much larger mean
square error than 8, and therefore undesirable, Ewens (1972) also proposed
approximate statistical tests to check whether the observed frequencies of
polymorphic alleles at individual loci conform to the neutral theory.
Although Ewens’ sampling theory is statistically elegant, in my opinion, its
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applicability to actual situations is quite limited. As I have shown already,
there are probably some ten times as many slightly deleterious alleles as
selectively neutral alleles at the time of occurrence, so that, if the sample size
is large (which is essential for any single locus test such as Ewens’ to be
meaningful), slightly deleterious alleles will inflate the n value and this will
greatly reduce the validity of Ewens' tests. This point has already been made
by Nei (1975) and Ohta (1977b), and more recently by Li (1979). We shall
discuss more extensively in chapter 9 various statistical tests which have
been proposed to check the neutral theory through the use of observations
on protein polymorphisms.

In the above treatments, we have used a model assuming an infinite
number of allelic states. However, it is sometimes more convenient to use a
model in which the number of possible allelic states is K rather than infinity.
Particularly, the symmetric K allele model in which mutations occur in
equal frequencies in all directions among K alleles, 4,, A,,..., A, is useful
(Kimura, 1968b).

Let v be the mutation rate per gene per generation. We shall denote by v,
the mutation rate by which each allele mutates to one of the remaining
(K — 1)alleles so that v, =p/(K — 1). Then, it can be shown (Kimura, 1968b)
that under random mating, the expected homozygosity at equilibrium (still
assuming selectively neutral mutations) is

S [ + 2N, — 1)20, — 3K)
. 2| = L] 1 1
Ao E( u-zo 5 ) 2N, - (2N, - 1)(1—0,K)* (8.32)

where x; is the frequency of the i-th allele A;. In this formula, if we let K — o0
while holding (K — l)v; = v =constant, then v, =0 and v?K—0, and
therefore we get

H,

I
TN -@N,- D -0 (8.33)

Since the mutation rate v is much smaller than unity, the denominator of

this formula reduces to | + 4N v with good approximation, thus leading to

a formula equivalent to (8.14). Also, from equation (8.32), if we assume
N.» | » v, we get a useful formula

| +4N /(K - 1)

Bo = AN KK =1y e

which agrees with (8.14) when K = co. The average heterozygosity may be

The actual value of homozygosity (or sum of squares of allelic

frequencies) in a particular population is likely to deviate from the average
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value H, due to random frequency drift. The variance of such deviations at
a steady state in which mutation and random sampling balance each other
has been obtained by Stewart (1976). His formula is

26(1 + 0/L)
(1+0+0/LP2+0+6/L)3+08+6/L)

Where L =K — 1 and 8 =4N,v. Since H, = | — H, this formula applies
both to homozygosity and heterozygosity. In this formula, if we let L — o0,
we obtain equation (8.16) which gives the variance of homozygosity (or
heterozygosity) for the infinite allele model. An interesting point made by
Stewart in relation to the nonrecurrent case (i.e. L — oc) is that the ratio of
standard deviation oy to the mean H, is about 0.4]1 when 6= 1.0, but
increases to 1.75 as # decreases to 0.1 and to 5.75 when 8 = 0.01. This means
that if 4N v is small, the standard deviation of heterozygosity (H,) among
equivalent loci may be several times greater than its average value.

In our hypothetical mammal which we discussed in the previous section,
the average heterozygosity for electrophoretically detectable alleles is 4.9%,
for which the ratio ax/H, turns out to be about 2.5. It is important to note
that even if the intrinsic parameter 8 = 4N v remains constant at a given
locus, the actual level of heterozygosity will deviate a great deal from the
expected value () during the long course of evolution. Thus, the familiar
argument by the selectionists that the level of heterozygosity is determined
as an optimum strategy for the species to adapt to its environment will lose
much of its force.

In addition to selectively neutral alleles, it is natural to inquire how much
variability can be maintained in a finite population when mutations are
heterotic, that is, overdominant. Kimura and Crow (1964) investigated an
infinite allele model with overdominant mutations. In this model it is
assumed that all the heterozygotes have equal fitnesses, and that all the
homozygotes have equal fitnesses which are lower by s as compared with
the heterozygotes. In other words, s is the selection coefficient against
homozygotes. It is expected that many more alleles are maintained within a
population if all the alleles produced by mutation are overdominant than if
they are neutral. Kimura and Crow developed an approximate method to
treat this problem. For example, in a population of N, =10°, if the
mutation rate is v = 10~ * and the selection coefficient is s = 10, then we
getn, = 13.5 as the effective number of alleles. The average heterozygosity is
H, =0.926. This may be compared with the selectively neutral case having
the same mutation rate 10~ * and the same effective population number 10%,
for which n, =4N_v +1=>5.0. This gives an average heterozygosity of

Var (H) = (8.34)
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H,=080. In this case, overdominance plays a relatively small role in
increasing the average heterozygosity, since high heterczygosity is already
attained by mutation alone,

If the mutation rate is lower, such as v=10"%, in a population of
N, = 10°, overdominance is more effective. For example, if s= 102, the
effective number of alleles maintained is roughly 8 as compared with 1.4 for
the corresponding case of s =0,

Although it is unrealistic to assume overdominance for many loci in the
genome, the possibility can not be excluded that in a small fraction of the
loci, variant alleles may be maintained by overdominance. An interesting
case has been reported by Kerr (1967). This is the sex-determining alleles
found in bee populations in Brazil. In this case, alleles are haplo-viable but
homozygous lethal so that they are overdominant with s=1 in females
while the males may be regarded as gametes. In fact, Kerr applied the theory
of Kimura and Crow (1964) to analyse his data on the number of sex-
determining alleles actually found in local populations of bees.

The infinite allele model with heterotic mutations has also been studied
by Wright (1966). More recently Watterson (1977a) developed a statistical
method for testing departures from selective neutrality in the direction of
heterozygote advantage or disadvantage based on sample homozygosity
(see also Watterson, 1978). Like Ewens' (1972) test, Watterson's test is based
on a sample from a single locus. As compared with the tests which make use
of a large number of loci simultaneously (Nei and Roychoudhury, 1974;
Nei 1975; Ohta, 1975, 1976b) it contains some drawbacks, including low
statistical power, as pointed out by Li (1979).

There are additional models of molecular population genetics (e.g. the
stepwise mutation model and the infinite site model) which we need to take
up, but I shall relegate them to later sections. In the next two sections, I shall
present some important concepts in the stochastic theory of population
genetics and their mathematical treatment.

83 The age of a neutral mutant in a finite population

To understand the pattern of genic variability within a population,
the concept of the age of a mutant allele is very useful. So, I shall consider, in
this section, the problem of estimating the age of a mutant. In other words,
we ask the question: how many generations a mutant allele with a given
[requency x has persisted in the population since it appeared by mutation?
This problem was first treated mathematically by Kimura and Ohta
(1973b) and solutions for some simple situations were given by them. This
was followed by more general treatments by Maruyama (1974), and
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Maruyama and Kimura (1975). Since then, the problem has attracted much
attention by mathematical geneticists and a number of papers have been
published (see, for review, Watterson, 1977b and Ewens, 1979). Here, I shall
consider only some simple cases pertinent to this book.

If a neutral allele with current frequency x has increased from a very low
frequency since its origin by mutation, it can be shown (Kimura and Ohta,
1973b) that the average age, in terms of generations, is given by

d(x) = — 4N,(l~i—x) log, x. (8.35)
In deriving this formula, it was assumed that the mutant allele has not itself
mutated since its origin. Using the terminology of Maruyama (1974), this
gives the ‘age before fixation’. As an example, let us suppose that the
frequency of an allele is 10%. Then we have d(0.1) = 102N, namely, the
average age in generations is roughly equal to the effective size of the
population. Also, for x=0.3 and 0.5, we have 3(0.3) ~2.06N, and a(0.5) =
2.77N,. These examples suggest that polymorphic alleles, if they are
selectively neutral, tend to be very old, sometimes older than the age of the
species. Under the same assumptions of no selection and no further
mutation, the mean square age (before fixation) is given by

*lo
m=32N§(lixbg,x—J; ll_':dz) (8.36)

(Kimura and Ohta, 1973b). For x = 0.1, this is roughly equal to 2.8N¢,

Fig. 84. The distribution of the age (before fixation) is illustrated for
alleles whose current frequencies in the population are 307 and 507,
respectively. Abscissa: age measured with 4N, generations as.the. unit;
ordinate: probability density. Note that because of thc-memb?luy of
the stochastic process involved, these give the distributions of time
until extinction of an allele whose current frequencies are x =03 and

0.5.
2.0, x=0.3
1.5
x=0.5
1.0
0.5
0.0%5% o3 10 T3 2.0

t/(4N,)
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giving a variance of about 1.8N2. This means that although the age (before
fixation) of a mutant allele whose current frequency happens to be 10%, is
about N, on the average, it is accompanied by a large uncertainty with
standard deviation of roughly 1.4N, generations which is larger than the
mean.

To show the highly skewed nature of the distribution of the age the
distributions for x =0.3 and 0.5 are given in Fig. 8.4. These curves were

drawn based on the following rationale. The probability density of the age
(denoted by t) may be obtained by

im 6050 [ st o

w_hcr.c lﬂ‘p.x: t) is given by equation (3.2) of chapter 3. It turns out that this
distribution, when the age (1) is measured in units of 4N, generations, is

Sdd) =2x .;1 2+ )T (z)e~" 14, (8.37)

where 2 =1t/(4N ),z =1~2x and T} 1 () is the Gegenbauer polynomial
defined by

; i(i + 1 <
T,_,{zls'(-l-i-] I+2,1=12,2 : ‘) (8.38)

in which.F(-. %) stands for the hypergeometric function. Here, the
computation is facilitated by noting that for the first two terms, T}(z) =0,

T1(z)=3z, and that for the remaining terms, the following recurrence
formula is available.

iT}2)=22i+ DTL ,(2) = (i + 1) T1_, (2), (8.39)
where i=2, 3, etc.

Comparison of equation (8.35) with an equation giving the average time
until extinction reveals the interesting fact that the average age before
fixation of an allele is equal to the average time until extinction of that allele.
In fact, it was shown by Kimura and Ohta (1969a) that the number of

generations until loss (excluding the cases of fixation) for a neutral allele
having the frequency p is

P
Lylp)= — 4N.(1—_—p)los.p. (8.40)

This’ 15 not difficult to understand because the random process by which
allelic frequency goes from p to x and the reverse process by which it goes

from x to p are symmetric if there is no selection or mutation during the
processes,
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In applying the above formula (8.35) to actual situations, one trouble-
some problem which we encounter is that we cannot know whether the allele
in question (with frequency x) has increased from a very low frequency or
has decreased from a previously fixed state (i.e. the other, alternative allele
increased from a low frequency to 1—x). For the latter case, the
appropriate age is a1 — x) rather than a(x). The most reasonable solution
to this problem, it seems to me, is to average out these two alternative cases,
weighting by the respective probabilities. It turns out that the relative
probabilities of these two alternative events (assuming no mutations in the
process) are | — x and x respectively. This follows from the consideration
that the probability is p/x that a neutral mutant allele with initial frequency
p subsequently reaches a higher frequency x before it is cither lost from the

_population or fixed in it. Similarly, the probability is p/(1 — x) that the
frequency of an allele with initial frequency p increases to 1 — x. Thus,
combining these two cases, the probable age which we denote by A(x) may
be given by (1 — x)a(x) + xa(1 — x). This leads to

A(x) = — 4N [ xlog.x + (1 — x)log (] — x)]. (8.41)
For example, if x = 0.1, we get A(0.1) = 1.3N,. In this case, it is only slightly
larger than a(0.1) = N.. It is interesting to note that the probable age given
by (8.41) is equal to the average time until either fixation or loss of a neutral
allele whose current frequency is x.

So far, we have neglected the possibility that further mutations occur
during the process of gene frequency change. If such a possibility is
included, the problem becomes much more complicated. In this case we
must take into account not only the possibility that further mutations occur
before the mutant allele reaches a higher frequency but also the possibility
that a mutant allele that has once become fixed in the population eventually
has its frequency decreased by further mutation in conjunction with
random drift. In such a case it may be appropriate to consider the ‘age
including fixation’ (Maruyama, 1974). Let v be the mutation rate per
generation and assume that whenever a mutation occurs it represents a
new, not pre-existing allele. Assuming a selectively neutral allele, we can
show that if 4N v < 1, the probability of the allele reaching fixation is given
by

up)=1-(1-p\™, (842)
where M = 4N v and p is the initial frequency of the allele. Note that in this
case the fixation is temporary, because the allelic frequency eventually

decreases by mutation changing the allele into a new allele. On the other
hand, we can show thatif 4N v = 1, the probability of the allele reaching the
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state of fixation (even temporarily) is zero (assuming that N is large so that
the diffusion model is valid), In either case, an appropriate measure is the
age including fixation. For a selectively neutral allele with current
frequency x, this is given by

4N, { I—(1=g) ™
I-MJo E1-8¥

R o
+-(0=x] J‘x W}, (8.43)

where M = 4N 0. In this formula, it is assumed that the initial frequency pis
very low (p—0). A general formula for a,, (x) is given in Maruyama (1974)
who also tabulated its values for various combinations of 4N_vand x. The
age including fixation is usually much longer than the age before fixation.
For example, when 4N _v = 0.1 the mean age including fixation of an allele
whose current frequency is 10% is about 54N, generations, whereas the age
before fixation of the same allele is about N . generations. The large
difference between these two ages comes from the fact that, if we consider
mutation of this magnitude, there is a good chance that an allele whose
current frequency is 0.1 happens to be the remnant of a once fixed allele, and
for such an allele, the length of time required for this allele to first reach
fixation plus the time spent during temporary fixation and subsequent
decrease must all be taken into account. This augments the average age
substantially. Note that the average age of a once-fixed allele is at least 4N,
generations.

It will be of interest here to inquire how these ages compare with the
average length of time until a mutant allele reaches a certain frequency, say
x, for the first time starting from a lower frequency p. A general formula for
the average first arrival time was given by Kimura and Ohta (1973b). Fora
neutral mutant, disregarding further mutation, the average first arrival time
(in generations) is given by

£,(0) = 4N,[I ; Zlog,(1 — x) + 1]. (8.44)

In deriving this formula, it was assumed that the initial frequency is very low
(p—0). As an example, let us assume that x =0.1. Then we have [, (0) =
0.2N, so that the average first arrival time is only 1/5 as large as the
average age before fixation. When x is much smaller than unity, (8.44) may
be approximated by 7,(0) = 2N x.

Let us now consider, following Kimura and Ohta (1973b), the bearing of
the above results on the spatial pattern of genetic variation. Here we are

&in(x) |

dé
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particularly concerned with the question: how much mjgralic.m is req.uired
to keep the frequencies of a ‘rare’ polymorphic allele ?ssenuau?r uniform
among localities when the allele is selectively neutral ? First, consider a one-
dimensional habitat forming a circle of radius r. Let N be the total number
of breeding individuals in one generation and assume that they are
distributed uniformly with density J so that Ny = 2znré. If we denote by frz
the mean square distance of individual migration (assumed to be isotrqpu:]
in one generation, then the distance of migration during ¢ g_cnmnons
should follow the normal distribution with mean zero and variance 7 =
to* when t is large. If the abscissa of this distribution is wrapped aroun:d a
circle of radius 2ar, and if the resulting (superimposed) probability
distribution on the circle is approximately uniform, then the freqnmcm
among localities of a mutant allele having age ¢ will become essentially
uniform. On the other hand, if the time since the first appearance of the
mutant allele is short and if the superimposed probability distribution on
the circle still markedly deviates from the uniform distribution, clear local
differentiation of allelic frequencies should result.

If we substitute a(x) for ¢ in this reasoning and if we note that the
superimposed distribution is essentially uniform when 2ar £ 20, or

7r < o, (8.45)
then we obtain
Ny =240 /a(x) (8.46)

as a condition for the uniform distribution of frequencies of neutral alleles
among localities.

Next, we consider a two-dimensional habitat extending over a sphere of
radius r. Let us assume that the individuals are distributed uniformly with
density 8. Let 6* be the mean square distance of individual migratimil in one
generation, and assume that the migration is isotropic. Wra?pmg the
sphere in a two-dimensional normal distribution for the dmance _of
migration in t generations and considering the resulting probability
distribution on the sphere similar to the one considered above, the
condition (8.45) leads to

nN; S 4d0™t (8.47)
for the two-dimensional case, since N = d4nr?$ in this case. |
For a mutant allele whose average [requency in the whole population
happens to be 0.1, the condition for uniform distribution reduces roughly to
g%621 (8.48)
if we put t=a(0.1) = Ny in (8.47).
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If the total population is subdivided into colonies (subpopulations) in
each of which the mating is at random, and migration in one generation is
restricted to neighboring colonies (two-dimensional stepping stone model
of Kimura and Weiss, 1964), condition (8.48) becomes

mN21, (8.49)
where m is the rate at which each colony exchanges individuals with four
surrounding colonies each generation and N is the effective size of each
colony. However, since the age d(x) at x = 0.1 hasa relatively large standard
deviation, it may be safer to use the first arrival time 7,(0) at x = 0.1 for ¢ in
(8.47) to derive the required condition. This leads approximately to

mN = 5. (8.50)

These results agree essentially with those obtained by Kimura and
Maruyama (1971) based on an entirely different method. For a neutral
mutant having the frequency x = 0.05, the corresponding formula becomes
approximately

mN 2 10. (8.51)

This means that uniform distribution of frequencies among colonies can be
attained if exchange of at least 2.5 individuals occurs on the average
between two neighboring colonies per generation irrespective of the size of
each colony. Thus we conclude that when the average frequency of a ‘rare’
polymorphic allele is a few per cent in the whole population, its frequency
among different localities is expected to be essentially uniform if the allele is
selectively neutral and if there is migration of at least a few individuals on
the average between adjacent colonies each generation. It is possible that in
many Drosophila species, with their enormous population size and with
their high individual mobility in addition to the possibility of long range
migration by airborne individuals, virtual panmixia is usually attained even
if subpopulations are very far apart.

In addition, the associative overdominance at a neutral locus caused by
linked selected loci (Ohta and Kimura, 1970, 1971d; Ohta, 1971) will
contribute at least partly to keeping the distribution of neutral alleles
uniform among localities. The reason for this is that the associative
overdominance creates a sort of inertia so that whenever a local frequency is
temporarily disturbed it tends to go back to the original frequency,
although there are no definite equilibrium frequencies for the neutral allele
to settle back to on the long term basis (Ohta, 1973b).

Prakash, Lewontin and Hubby (1969), in their studies on the pattern of
genetic variation among subpopulations of Drosophila pseudoobscura,
rejected the model of neutral isoalleles on the ground that frequencies of
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rarer alleles at several loci (such as malic dehydrogenase locus) are
essentially identical among widely separated subpopulations, and that the
isoallelic hypothesis cannot explain such identical allelic configurations.
The above treatment, | believe, has made it clear that their observations are
not incompatible with the neutral theory.

Also 1 would like to point out that if the observed uniformity of the
frequencies of rare alleles among localities is due to weak ‘balancing
selection’ rather than migration, the effective size of the local population
(not the whole species) has to be probably at least of the order of a million,
not mentioning the fact that the selection coefficients have to be equal
among localities. This is because, as first discovered by Robertson (1962) for
overdominant alleles, balancing selection actually accelerates fixation
rather than retards it if the equilibrium frequencies lie outside the range 0.2
0.8 unless N (s, +s,) is very large, where s, and s, are the selection
coefficients against the two homozygotes. In fact, if the equilibrium
frequency is 5%, N (s, + s,) has to be about 2100 in order to retard fixation
by a factor of 100 as compared with the completely neutral case (see also
Crow and Kimura, 1970, p. 414),

In the above discussion on the spatial distribution pattern of neutral
alleles, based on the concept of the age of an allele, we have tacitly assumed
that there is enough migration between neighboring colonies so that the
situation is essentially equivalent to a panmictic population as a whole.
When migration is highly restricted, the problem becomes more intricate. It
has been shown by Maruyama (1970a, 1971) that some quantities, such as
the fixation probability of a mutant gene and the sum of heterozygosity due
to a mutant in the entire process leading to fixation or loss, are
geographically invariant. In other words, these quantities are independent
of the mode of population subdivision, provided that no part of the
population is completely separated from the others (see also Maruyama,
1977). It is likely that, as compared with these quantities, the age of a mutant
is more dependent on the degree of population subdivision, and further
studies will be required.

For definitely deleterious alleles, their ages are much younger than the
neutral alleles, and therefore, they are more likely to lead to local
differentiation of frequencies.

84 Sum of a certain quantity along a sample path of gene
frequency change
In the previous section, we investigated the problem: what is the
age of an allele with a given frequency in a finite population?
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Mathematically speaking, this is a special case of a much more general
problem of determining the sum (i.e. integral) of an arbitrary function, say,
J(x), of gene frequency (x) along a sample path of gene frequency change. In
chapter 3 we presented a few examples of sample paths (see Fig. 3.3) drawn
from Monte Carlo experiments simulating the behavior of a neutral allele in
a small population.

In the mathematical treatment of the stochastic behavior of mutant
alleles in a finite population, it is often convenient to regard the stochastic
process involved as a collection of sample paths of gene frequency change.
In terms of such a formulation, the problem of determining the average time
until fixation of a mutant allele reduces to that of evaluating the average
value of the integral along sample paths which reach fixation (x=1)
starting from the initial frequency (x = p), taking f(x) = | as the integrand.
Similarly, the expected value of the sum of the fraction of heterozygotes
produced by a mutant allele until fixation or loss in a random mating
population is equal to the average of the integral of f(x) = 2x{1 — x) alonga
sample path over all cases that start from p and reach either fixation or loss.

Although a full treatment of this subject is beyond the scope of this book,
I would like to present a short account of the theory with special reference
to the ‘sojourn time’ which a mutant allele takes at various frequency classes
in the course of change.

Let us first consider a collection of sample paths representing the
frequency of an allele that reaches either fixation or loss starting from an
initial frequency p. We shall denote by x,, , the frequency of the allele at time
t along a particular sample path  as shown in Fig. 8.5. Let F(p) be the

Fig. 8.5. Diagram illustrating a sample path (denoted by w) of gene
frequency change with time. In this case the path starts [rom p at time
0 and reaches fixation at time t_. The thick horizontal segments in the
figure represent, as a whole, the sojourn time in the frequency interval
(x, x + Ax). The ordinate; gene frequency. The abscissa: time.
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expected value of the sum of f(x) along a sample path. In symbols, we have

F(p)= E[ J.‘“f lxn,.)di]. (8.52)
0

where E is the operator of taking the expectation (aw) over all the
sample paths and t,, is the time when the path reaches either fixation or loss.
In terms of the tramsition probability density ¢(p,x;t), F(p) can be

expressed as
= 1
F{p)=I dtj @(p,x:t) f(x)dx, (8.53)
o 0

where ¢(p, x;1) is the probability density that the frequmcy of the allt.'.le in
question becomes x at time ¢ given that its frequencyis patt = 0Thm lt.c.a:u
be shown that F(p) satisfies the following ordinary differential equation.

1., d*F(p) dF(p)

EV"Td + M" dp
where M, and V.,mrespecﬁvelyth:mn.md the variance of the change
of the gene frequency p during one generation.

lfthcoocurrcnceofmumiomintheprmmbemlected.dnfwo

boundaries, x = 0 and x = |, act as absorbing barriers, and the appropriate
boundary conditions are

F(0)=F(1)=0. e (8.55)
The solution of equation (8.54) under these boundary conditions is

F(p)=T1 —u(p)] j ¥ (Ou(E)d
[1]

+f(p)=0, (8.54)

+ u(p) r V01 —u(f)]ds, (8.56)
where ;
V(@) =21(3) J: G(Adi / [V5:6(0)], (8.56a)
u(p) = L ez | o (8.56b)
and
G(&) =exp [— 2 J.: (M,,/V,,de] (8.56¢)

{Maruyama and Kimura, 1971). : '
In these expressions, u(p) is the probability of the ultimate fixation of a
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mutant allele whose initial frequency is p (Kimura, 1962), and exp[-]
stands for the exponential function. Note that in the special case of genic
selection in which the mutant allele has a selective advantage s, we have
M,,=sp(l —p), and in conjunction with Vse=p(1 =p)/(2N,), we get
G(§) =% from (8.56¢), where § =4N_s. Substituting this in (8.56b), we
obtain up) =(1-e"%9)/(1 —e™%) in agreement with equation (3.11) of
chapter 3.

The sum of the fraction of heterozygotes over all generations until either
fixation or loss for a mutant allele whose initial frequency is p can be
obtained from F(p) of equation (8.56) by putting f(p)=2p(1 — p), whichis
the expected frequency of heterozygotes involving a mutant allele whose
frequency is p in a random mating population. Let us suppose that the
mutant allele has a selective advantage s and that no further mutations
occur in the subsequent process. In this case, G(&)=e "%, V,, =
S(1 = CV@N), £(3) =281 — &), and ¥ (£) =8N, e%(1 —e~5)/S. Thus, if we
denote the expected value of the sum of the fraction of heterozygotes by
H(p), we obtain H(p) = 2[u(p)— p]/s in agreement with equation (3.15).

For a selectively neutral mutant, letting s— 0, the equation for H(p)
reduces to H(p) =4N,p(1 = p). Thus the total heterozygosity produced by
a single mutant is

H(1/2N)~ 2N/N. (8.57)
This reduces to 2if N, = N, that is, if the effective and the actual population
sizes are equal.

The average length of time until fixation or loss of a mutant which we
denote by T( p)can be obtained by putting f(p) = | inequation (8.56). Fora
selectively neutral mutant, we have M, =0 so that G(£) = | and u(p)=p,
and therefore ¥ () =4N J[&(1— £)]. Thus we obtain

T(p)= —4N.[(1 - p)log.(1 — p) + plog, p], (8.58)
which agrees with the result obtained by Watterson (1962).

We shall now consider the problem of computing the average value of the
sum of f(x) along sample paths of gene frequency change conditional on
fixation, namely, we take the average only for sample paths reaching
fixation and excluding those leading to loss. In symbols, we consider the

quantity
E[ f " flxa ) de]x, = 1].

In terms of the transition probability density, this can be expressed as
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F(p)/u(p), where u(p) is the fixation probability and
- 1
Fi(p)= J. dtj @(p.x;t) f(x)u(x)dx. (8.59)
0 0

In this expression, the subscript | denotes that it is concerned with sample
paths reaching fixation (x = 1). ' . :
It can then been shown that F,(p) satisfies the differential equation
1V, Fi(p) + My, Fi(p) +u(p) f(p) =0, (8.60)
where primes indicate differentiation. This equation is similar to (8.5_4). The
only difference is that here the equation contains the term u( p) f ( p) instead
of f(p) as found in equation (8.54). 1
Under no mutation, the relevant boundary conditions are
F,(1)=F,(0)=0. (8.61)

It turns out then that the expected value of the sum of f(x) along a sample
path starting from p and reaching fixation is

5[ J:'f(x__m Xore = 1]

il I ¥ AOTWE 4 + I ¥ AU - @)z,
0o i (8.62)
is given by (8.56a).

Wh::e :s{:?agc Eme until fixation (excluding the cases of eventual loss) of a
selectively neutral mutant can be obtained from this equation by putting
flx)=1, and noting that G({)=1 for a neutral nlleie and .thcrcfore
¥ (&) =4N_/[£(1 — §)]. Substituting these in (8.62) we can mme-t‘hately see
that at the limit p—0 this reduces to 4N, in agreement with Kimura and
Ohta (1969a).

The above treatments are concerned with the mean (the first moment) of
the stochastic integral, but a theory has been developed by Maruyama ﬂI!Ed
Kimura (1971) to obtain the higher moments. Those who are interested in
this type of problem may consult this paper together with Maruyama and
Kimura (1975), Maruyama (1977) and Nagylaki (1974).

Let us now treat the problems related to the sojourn times, namely, tl?e
lengths of time which a mutant allele spends at various frequency classes in
the course of change. We shall be particularly concerned with the.mean
sojourn time for sample paths conditional on fixation as depict.ecl in Fig. 8.5.
Using the general theory which we have developed in this satfuon, the rm?an
sojourn time at a given gene frequency, say y, may be obtained by letting
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J(x)=8(x—y) where &) is the Dirac delta function. This function
extracts the probability at x =y but ignores all probabilities for other
values of x than y. More generally, for any function ¢(x), we have

J¢(x)5{x = y)dx = ¢(y) (8.63)

provided that the range of integration includes the point y. In the following,
the letter x rather than y will be used to represent the allele frequency.
Let @,(p,x) be the density of the conditional mean sojourn time for
sample paths that reach fixation starting from p. This has the meaning that
@, (p,x)dx represents the average of the total time which an allele spends in
the frequency range x ~ x + dx before it becomes fixed in the population
(see the thick horizontal segments on the time-axis in Fig. 8.5). From the
above explanation, it will be evident that @ 1(p,x)is given by equation (8.62)
if we put £(§) = 8(f — x) in (8.56a). This leads

to the following expressions
for @,(p,x).
2u(x)[1 — u(x)]
0 (] - R I T |
1(p,x) (%) (x2p)
s 2 (8.64)
@I{p'x} = E-I-—’ip___)]“{x),. (x < p)

u(p) ¥y u'(x)
where u(x) is the fixation probability and

u'(x) =du(x)/dx = G(J:}/J.I G(x)dx.
0

For a mutant allele which is represented only once at the moment of
appearance, p = 1/(2N), where N is the actual population size. Then only
the expression for x 2 p in equation 8.64 is relevant, and the average
number of generations which the mutant allele spends in the interval
between x and x + dx before fixation is ®,(x)dx, where

o, (x) = 2201 — ux)] (1”2 : )

) 255 (8.64a)

The mean sojourn time at each frequency class, x = i/(2N)(i = I, Fiveny
1 =1/2N), is given by ®, (x)/(2N).
Ifthe mutant is selectively neutral, u(x) = x and Vix=x(1 — x)/2N
the above equation reduces to
D, (x)=4N,, (8.65)

This means that the neutral mutant spends on the average @, (x)/2N =
2N /N generations at each frequency class until fixation, Summing this
for all (2N - 1) frequency classes, we obtain the result that a neutral mutant

<), and
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takes on the average about 4N, generation until fixation (see equation 3.23).
If the actual and effective population sizes are equal, the mutant allele
spends on the average two generations at each frequency class on its way to
fixation.

Next, consider the case of genic selection. Let s be the selective advantage
of the mutant allele over the pre-existing allele. Then M, =sx(1 —x),
Vse=x(1—x)/(2N,) and u(x) = (1 —e">*)/(1 —e~%), so that we obtain.

(Pl gy B
sx(1 —x)(1 —e™%)

where § = 4N _s. In the neighborhood of x = 0, the right-hand side of this
equation becomes roughly equal to 4N _, suggesting that even a mutant
allele having a definite selective advantage or disadvantage (assuming |s| to
be small, but 4N _|s| may be large) behaves as if selectively neutral when it is
still rare. At this stage its fate is largely determined by random sampling
dn:tt intermediate frequencies, the mean sojourn times of a definitely
advantageous mutant (i.e. 4N.s» 1) are shorter than the corresponding
sojourn times of neutral alleles. For values of x for which both 4N sx and
4N s(1 — x) are reasonably larger than unity, say, larger than 5, we have
approximately

D,(x)=

D, (x)dx= (8.67)

sx(l —x)’
It is well-known from the deterministic treatment of gene hec!uency chang.c
(see equation 6.4 of chapter 6) that the rate of change of allelic frequency is
given by

&% =), (8.68)
dr

so that the length of time which a mutant allele with selective ad'vantage
s( > 0) takes to increase from x to x + dx is dt = dx/[sx(1 —x)].Tlusmt.:ans
that in this frequency range the behavior of mutant alleles can be described
satisfactorily by deterministic theory. In the neighborhood of x =1, tl'{e
right-hand side of equation (8.66) again becomes roughly equal to 4N,. Thals
means that a mutant allele having a definite selective advantage, as it
approaches fixation, starts to behave as if it were selectively neutral. Then,
the deterministic equation (8.68) again becomes inadequate to describe its
behavior, and we must use equation (8.66). . .
The selection coefficient s may either be positive or negative, but when it
is negative, it is convenient to put s = — s', where s’ > 0. Substituting this in
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(8.66) we get

(1 _e-s'x)[] _c-S'{l-sJ]
D, (x) = P T s (8.69)

where 8" = 4N s". Comparison of the two equations, (8.66) and (8.69), shows
that two mutant alleles, one with selection coefficient s and the other with
— s, have exactly the same mean sojourn time at various frequency classes
under the condition that the alleles are destined to fixation in the
population. Furthermore, comparison of these equations with (8.65) shows
that the mean sojourn times are shorter than those of selectively neutral
alleles. Thus, the average time until fixation, ie. [}®,(x)dx where
p=1/(2N), becomes shorter for deleterious as well as for advantageous
alleles. It is obvious that the length of time until fixation should be shorter
for an advantageous mutant whose increase is helped by positive natural
selection, but it is rather difficult to perceive by common sense, that this is
also shorter for a deleterious mutant whose increase tends to be resisted by
negative selection. This apparent paradox can be resolved by noting that
the probabilities of these two events are very different. In particular, fixation
of a deleterious mutant must be a very rare event, and only under
concatenation of lucky steps of chance increase, can such a mutant reach
fixation. In other words, when a mutant is fixed by chance in the face of
adverse selection, the entire process must be finished quickly through a
series of lucky jumps.

So far, we have considered the mean sojourn time for the sample paths
leading to fixation (essentially the same method can be used to treat the
paths leading to extinction). In addition to these, it is desirable to derive
expressions for the mean sojourn time for all the paths together, that is, for
the paths that go either to fixation or loss starting from p. The density,
D(p, x), of such mean sojourn time satisfies equation (8.54) with f(p) =4
(x — p). If we assume that both x = 0 and x = 1 act as absorbing barriers, the
boundary conditions are ®(0,x) =®(1,x) =0, and the solution can be
expressed as follows.

2u(p)[1 = u(x)]
®(p,x) = W (x2p)

(8.70)
2[1 = u(p)Ju(x)
®(p,x) “—-—————V‘xu,{x} (x < p)
For a selectively neutral allele, the above reduces to

®(p,x) = 4N, p/x (x=p) }
(8.71)
D(p,x)=4N,(l - pAl =x) (x<p)
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Equations (8.70) are equivalent to ‘the transient function’ ¢(x) of l?wens
(1969), and also to the steady flux distribution with v,, = | given by Kimura
(1969b). For a mutant allele which is represented only once at the m?ment
of appearance, the density of the mean sojourn time at x before fixation or
loss of the allele can be obtained from the first formula of (8.70). In this case,
if we note that

u(L) o et L (8.72)
2N) 2N J‘ s
o

we obtain

1
O(x)= : -'[‘Gmdé (-l-—§x<l). (8.73)
R BT ‘[ coa 2N

where G($) is given by (8.56¢c). In the neighborhood of x =0, we have
approximately ®(x) = 1/(NV,,). Then, if we put V,, = x/(2N,), we have

D(x)=(2ANJN)yx™!, (0<x<])) (8.74)
Comparison of this expression with the equation for the mean sojourn time
of a neutral mutant (see equation (8.71), where we put p = 1/(2N)) shows
that, in the neighborhood of x =0, the behavior of mutants in general.
including those having a mild selective advantage or disadvantage, is
essentially the same as that of a selectively neutral mutant.

Detailed behavior of overdominant alleles can also be studied using the
same general method as explained in this section. Readers who are
interested in the subject are invited to read Nei and Roychoudhury (1973).

We have restricted our consideration to the average (first moment) of
sojourn times, but we can obtain the higher moments as shown by
Maruyama and Kimura (1971) and Nagylaki (1974). The latter went further
and worked out not only a general expression for the n-th moment but also
the probability distribution of the sojourn time. For details, readers should
refer to Nagylaki (1974).

85 The stepwise mutation model

The infinite allele model discussed in section 8.2 assumes lI'u?t
whenever a mutation occurs it represents a new, not pre-existing allele. T-hus
model would be perfectly realistic if individual variants in the population
could be identified at the level of nucleotide or amino acid sites. However,
experimental analyses of genetic variability at present sn'l.l rest lf:?sﬂy on_a

B e ol i i e ) | B il Y e 1 .* LLl
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variants. A mutation can be detected only when it leads to replacement of
an amino acid which causes a change in electrophoretic mobility. The
alleles are identified only as a discrete spectrum of broad bands on the
electrophoresis gels.

In order to accommodate such a limited resolving power, a model of
stepwise production of neutral alleles was proposed by Kimura and Ohta
(1973a) and some of its mathematical consequences were first worked out
by Ohta and Kimura (1973). In its si mplest form the model assumes that the
entire sequence of allelic states can be expressed by integers, and that if an
allele changes state by mutation (due to replacement of an amino acid that
causes a change in electric charge), it moves either one step in the positive
direction or one step in the negative direction (see Fig. 8.6). In this model,
one positive and one negative change in electric charge cancel each other
leading the allele back to the original state.

Previously, Bulmer (1971b) criticized the neutral theory on the ground
that there is a definite association between the allelic frequencies and their
relative mobilities on the electrophoretic gels. Analysing the data of
Prakash er al. (1969), he noted the interesting fact that the most frequent
allele in the population tends to have intermediate mobility and this is
flanked by rare alleles. In other words, if we denote by C each common
allele and by R each rare allele, then their gel sequence together with their
population frequencies (sometimes called electrophoretic profile) is always

Fig. 8.6. Stepwise mutation model.

S a Y et 0 I 2

Fig 8.7. A typical pattern of extinction and multiplication of
selectively neutral, electrophoretically detectable mutants in a finite
population. It is assumed that mutations occur at the rate of one
mutation every ten generations (4N 0= 0.2). Modified from Kimura
and Ohta (1973a). For details see text.

RCR CR RCRCRCC RCR  RC HBC RCR

s
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RCR and never CRR or RRC. From such observation Bulper claimed that
the alleles involved are not selectively neutral, because, if the-y were, one
would expect all possible orders of sequences to be equally i_]kcl?'._

That Bulmer’s criticism is unfounded and that his observation is mde‘ed
compatible with the neutral theory was pointed but by Ma;:nard Smith
(1972). Also, Kimura and Ohta (1973a), using the stochasgc thcory of
population genetics and based on the nature of electrophoretic mutatlonis.
explained why Bulmer's observation is a natural consequence of protein
polymorphisms being selectively neutral. 1 '

In Fig. 8.7, a typical pattern of extinction and multlphcauoP ofsclectl\fely
neutral mutants is illustrated, where the assumption of stepwise pro<_:lucfmn
of mutations is also incorporated. The figure was constructed by .takm-g into
account the population dynamics of neutral mutants as ex;?lamed in the
above few sections. Particularly, it has been noted in drawing t}.te figure
that if p is the present frequency of a neutral allele in the population, then
the probability is p/x that it subsequently reaches a l'ught.er frequency x
before it becomes either lost from the population or fixed in it. As to the
mode of change in mobilities due to mutation, it is aammed that cha'.:!g:
occurs in such a way lhatthebandmovesdlberonenepml:heposluve
direction or one step in the negative direction on the gel. In Fig. 8.7, chp
changes are marked by plus and minus signs. In more wm terms, it is
assumed that aspartic and glutamic acids are acidic and neg.snvely charged,
lysine and argine are basic and positively charged, while l.he rest are
electrically neutral, and that the mobility is solely determined by the
difference in net charge of a protein. Furthermore, it is assumed that.one
positive and one negative charge cancel each other. At various times
(abscissae), the sequence on the electrophoresis gels of common (C) and rare
(R)alleles are expressed by such representations as CC, CR, RCR, etc. It will
be seen that although RCR may occur, CRR, RRC and CRC are unlikely to
occur. In particular, CRC presupposes two common alleles separated by at
least two mutational steps with a rare intermediate allele between them, and
it is clear that such an event is extremely unlikely when the effective number
of alleles is 1.2 (i.e. 4N v =0.2). ] .

Thus, Fig. 8.7 clearly illustrates that Bulmer's prcdicu!m regardu'."g th.e
equal occurrence of all sequences is unfounded, and his oMuon s
indeed compatible with the neutral theory. Referring to the _assumpuon that
one negative and one positive charge cancel each other, Kum:f'a. and tha
(1973a) stated that this is clearly an oversimplification and thﬂ.l itis possible,
if more sensitive tests could be applied, that two variants having charges of
the same sign could still be discriminated. In such a circumstance, we
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should expect that CRR may be found to occur, giving an exception to
Bulmer's rule.

It is expected that under the stepwise production of mutant alleles the
level of heterozygosity is lower than when every mutational change can be
discriminated. Using the stepwise mutation model as depicted in Fig. 8.6,
and assuming a random mating population of the effective size N, Ohta
and Kimura (1973) showed that the average homozygosity or the expected
value of the sum of squares of allelic frequencies at equilibrium is

R,= E[Zx3]= 1//(1 +8N,2), (8.75)
i

where x; is the frequency of A; and v is the mutation rate per locus per
generation. More generally, they showed that the expected value of the
product of the frequencies of alleles which are k steps (k = 0, 1,2,...)apartis

Cl'E[Z":J‘:u]=Hoi:. (8.76)
i
where

. 1+4No— /(1 +8N)
- aNo (8.76a)

The expected value of the effective number (n,) of alleles in the population,
as defined by 1/, is

A, = /(1 +8N,v). (8.77)

It is of interest to compare this with the corresponding formula
fi, =1+ 4N v (see equation 8.29) for the infinite allele model which assumes
that every mutation is new and detectable. Although the two models give
very similar i, values when 4N v is small, the stepwise model gives a much
smaller value than the infinite allele model when 4N v is large. For example,
if4N v =02, we have /i, = /(1 + 8N v) = 1.18 which is very near to i, =

1 +4N v =120, However, if 4N v = 400, we get i, = 28.3 for the stepwise
mutation model but 7i, =401 for the infinite allele model.

Since Ohta and Kimura’s (1973) report, a large number of papers have
been published treating the model in various contexts. Also, it has received
several other designations such as the charge-state model (Marshall and
Brown, 1975; Ewens, 1977), the charge ladder model (Ramshaw et al, 1 979),
the Ohta-Kimura model (Li, 1976; Kingman, 1977), or simply the ladder
model, etc.

As to the problem of whether the model is realistic in describing the
electrophoretically detectable variations, opinions differ considerably.
Some authors, such as Johnson (1974), criticize the model as being totally
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unrealistic from the biochemical standpoint. Also, Ramshaw et al. (1979),
based on their experiments using hemoglobin variants, came to the
conclusion that the model is clearly incorrect and that the sequential
method of electrophoresis under several conditions of pH and gel
concentration can detect a substantial fraction of amino acid changes.
Fuerst and Ferrell (1980), through a similar study of hemoglobin variants,
found that, although the net electrostatic charge is the principal de-
terminant of electrophoretic mobility, significant deviation from strict
stepwise mobility occurs for 30 to 40% of the variants studied. They
conclude that the infinite-allele model of Kimura and Crow (1964) or the
‘mixed model’ of Li (1976) may be more appropriate than the stepwise
mutation model for the analysis of electrophoretic data from natural
populations. .

On the other hand, the data of Richardson et al. (1975) from Drosophila
mulleri complex support the assumption of an equally spaced ladder. Also,
Marshall and Brown (1975) consider the model valid as a first approxi-
mation in predicting the amount and nature of electrophoretic variability in
natural populations. Space does not permit us to discuss further pros and
cons of the stepwise mutation model as a means of analysing the nature of
electrophoretically detectable variants. Readers who are interested in the
subject should consuit a thoughtful review by Brown et al. (1981). In what
follows, I shall summarize various results obtained through mathematical
studies of the stepwise mutation model.

Moran (1975, 1976) developed a powerful method which enables us to
compute the second and the higher moments of allelic frequencies. The
formula for the variance of homozygosity (or heterozygosity) turned out to
be very complicated, but he obtained a simple approximation formula

Var(Ho) = 0/(3 + 11.250 + 136* + 1.76%), (8.78)

where 8 =4N v. ‘
Moran (1975) also considered the quantity

2
ot = E[Zi‘x,’ )4 ():ix.) ] (8.79)
i 1
which is the expected value of the variance of the step numbers in the
frequency profile. Although the mean position of the frequency profile

wanders around in the allele space with time, the variance o2 settles to a
constant value at equilibrium. He showed that at equilibrium

o =2N. (8.80)

For example, if 4N,v =02 this becomes s* = 0.1, so that the standard
deviation of step numbers is g = 0.32.
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The problem of obtaining the distribution of allelic frequency (‘frequency
spectrum’) for the stepwise mutation model is very difficult, and the exact
solution has not been obtained. However, Kimura and Ohta (1975, 1978)
developed a theory which enables us to obtain approximate formulae which
are sufficiently accurate for our purpose when 4N v does not exceed unity.
Without going into the details of the mathematical treatment involved, I
shall mention an important property which distinguishes the distribution
under stepwise mutation (which we denote by @, (x)) from that under the
conventional infinite allele model (denoted by ®(x); see equation 8.17); the
expected numbers of low-frequency alleles is much smaller under stepwise
mutation. For example, when 4N .v=0.2, we have D,,.,(0.001) = 111.3 but
®(0.001) =200.1. Also, when 4N v = 1.0, we get D,,..(0.001) = 147.7, while
®(0.001) = 1000.0. Such a difference in these two models was noted earlier
by Ohta (1975).

A related but a more remarkable feature is that the actual number of
alleles can be enormously different in these two models, even when the
effective numbers of alleles (7, = 1/H ) are similar. This occurs when 4N, vis
small but the population size N is very large (assuming that 4N vis the same

for both models). If we denote by fiy.uep(IN) the expected value of the actual
number of alleles in the population, then

1
ﬁl;lup(N) T J‘ 0..’[."](11. (8.81)
12m

This value increases extremely slowly as N increases if we hold 4N.v
constant. In fact, Kimura and Ohta (1978), based on their approximation
theory, obtained the result that #,(c0) = 4.09 for 4N.v = 1. (In this case the
effective number of alleles is 1.73.) On the other hand for the conventional
infinite allele model, A, increases without limit as N increases even if 4N vis
held constant (see equation 8.28). Rapid increase of i, with N may be
suggested from the fact that already in a sample of the size 250 from a
population in which 4N v = 1, the number of different alleles contained is
6.79 (see Table 1 of Ewens, 1972). Note that the effective number of alleles,
fie =4N + 1 =20, does not differ very much from the corresponding
value (i, = 1.73) for the stepwise mutation model.

More recently, Kesten (1980) developed a rigorous mathematical theory
to estimate the number of different alleles in a large sample based on the
Ohta-Kimura model. According to him, the asymptotic value of A(n, N), the
number of different alleles in a sample of size n from a population of N
breeding individuals, does not depend on the mutation rate. For large
values of n and N (n— oo, N = o0 with 2N > n), he showed that

Aln, N)=h="(p3 + pi )iln), (8.82)
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e h™ '(p7 + py) is a constant, which for the simplest case illustrated in
:?: 8.6 apg;rs ::; reduce to 2. What is remarkable is the behavior of A(n). A
few values of A(n) are as follows: i(n)=1for3sn<16,i(n)=2for 165
n < 3814280, and A(n) = 3 for 3814280 < n < 10"5*%32% This shows that i(n)
grows slower than any repeatedly iterated logarithm of n. Yet i(n) should
become indefinitely large as n — o so that n,(o0) = o0, contrary to Kimura
and Ohta’s (1978) assertion that n,(c0) remains finite at n ~ . Ait{:ough
not valid in the strictest mathematical sense, the approximation of Kimura
and Ohta (1978) may be justified since the sample size in the real world can
never be larger than 10*°°. In fact, as is well known, the total uumber;:f
proton-electron pairs in our universe is estimated to be of the order of 10°°,
and we seldom imagine taking a sample of size larger thalil n=10* The
stepwise mutation model has also been investigated by Kingman (1976,

1977) because of its intrinsic mathematical interest. b

In a more concrete vein, Weir et al. (1976) developed a statistical thecfry
to test if polymorphisms detected by electrophoresis' are in accordance with
the stepwise, neutral mutation model. They apph?c! lhf’ test to afnalyse
Ayala and Tracey's (1974) data on 27 allozyme loci in six populations c!f
Drosophila willistoni, and obtained the following results.'Ol: the 27 loci,
about 15% (approximately 1/4 of all polymorphic loci) significantly mtd
consistently departed from the prediction of the model. A ﬁmher}?/,
departed significantly in some populations but not inothzrs.'l‘beremam.ms
loci showed an acceptable fit to the model. In the first two cases, selection
appeared to be acting against the alleles associated with extreme elec-
trophoretic mobilities. ‘ :

Maruyama and Kimura (1978) investigated the amount of genmc
variability maintained in a finite population assuming that both s.elecmn:ly
neutral and slightly deleterious mutations occur in stepwise fashion. "[:hcy
showed, using two examples in which very slightly deleterious mutations
occur 100 times as frequently as strictly neutral mutations and have a
selective disadvantage only 10 times as large as the total mutation rate, that
the effective number of alleles (n,) increases much more slowlg{ as the
population size (N,) increases than is the case when all the mutations are
strictly neutral. . \

Takahata (1980) considered a composite stepwise mutation model‘ in
which alleles in each charge state (or an ‘electromorph’ in the sense of King
and Ohta, 1975) are members of K allelic states (i.e. each elecllromorph
consists of K allelic states). In this model it is assumed that mutations occur
at the rate v, for electrophoretically detectable alleles and at the rate v, for
electrophoretically hidden (silent) alleles. In the former case, a chgggc
occurs in such a way that the allele moves one step either in the positive
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direction or in the negative direction with equal frequency. In the latter case
of a silent change, the allele changes to any of the remaining K — | alleles in
the same charge state with equal frequency. Thus, an allele changes to one of
the other electrophoretically distinct alleles at the rate v./(2K), or it changes
to one of the other electrophoretically identical alleles at the rate o /(K —1).
Assuming selective neutrality of alleles, and taking into account both
electrophoretically detectable and silent alleles, he showed that at equili-
brium the average net homozygosity is

4 1 (K —1)
H"“E[\/u +29.J+x(1 +0)—(1 +e,)]’ 83

where 0y =4N vy, 8, =4N v, and vy = v, + vy. The average homozygosity
when only electrophoretic mobility is taken into account is

Co=1/J/(1+26,). (8.84)
This equation is equivalent to equation (8.75), and it is essentially a special
case of equation (8.83) for K = |. On the other hand, for 6, = 0, equation
(8.83) reduces to Ay =(K — | + 8)/(K — 1 + K#6y), which is equivalent to
(8.33a).

Takahata's model was motivated by Singh et al's (1976) report that, by
using four different electrophoretic conditions and heat stability test, they
could detect 37 alleles at the xanthine dehydrogenase (Xdh) locus in
Drosophila pseudoobscura where previously only 6 had been found, This
means that the additional conditions enabled them to detect six times as
much polymorphism as the simple (standard) electrophoresis. According to
them, the average heterozygosity at the Xdh locus was 0.44 when the
standard method of electrophoresis was used alone, but this rose 10 0.73
when all five criteria were applied. If we use Takahata's model to analyse
their data for which C, =0.56, A, =0.27 and K = 5, we get 0, =1.09, and
6y =3.47. This gives the ratio 6,/6, =0.32, which is the fraction of
mutations to electrophoretically detectable alleles. Takahata also pointed
out that, when 8, is small and K > 2, the net genetic variability in the
population is similar to that predicted by the infinite allele model (‘*Kimura-
Crow’ model) rather than to that predicted by the stepwise mutation model,

8.6 Infinite site model

This model was originally formulated (Kimura, 1969b) based on
the consideration that the total number of nucleotide sites making up the
human genome is very large, amounting to (3 ~ 4) x 10° base pairs, while
the mutation rate per site must be very low, possibly of the order of 10~ * or
107° per generation. The model assumes that the total number of sites
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available for mutation is so large while the mutation rate per site is so low
that whenever a mutant appears, it represents a mutation at a new,
previously homallelic site, that is at a site where mutant forms are not
segregatin

Since a ;utant which appears in a finite population is either fixed or Iost
from the population within a finite length of time, the number of segregating
sites at any given moment remains [inite even if the total nur.nber of
available sites is infinite and if a certain (finite) number of new mutations are

tly being fed into the population in each generation.
cmll.ls::g tbl;is mogdcl. a mathematical theory was developed (Kimura.., l96?b)
which enables us to estimate the number of heterozygous nucleotide mtss
maintained in a finite population under steady flux of mutations. Thlen it
was shown, for example, that in a mammalian species having the variance
effective number of 10000, if the mutations (nucleotide change) olccur
at the rate of two per gamete per generation and if they are :selc.ct.wcly
neutral, the average number of heterozygous nucleotide sites per individual
due to such mutations turns out to be about 8 x 10*. :

This model was later called ‘the model of infinite sites’ (Kimura, 1971),
and has since been proven to be very useful in treating ;_Jfol:tlcm of
evolution and variation at the molecular level. Without going |Pto the
details of the mathematical treatment involved, I shall summarize, in what
follows, the main results obtained on the number of heterozygous sites, thc
number of segregating sites, and the distribution of mutant frequencies in
the population (for details, see Kimura, l969b!. * 1

Consider a random mating, diploid population of the effective me N,
and assume that new mutations occur in v,, sites in the population in each
generation. Let s be the selective advantage of the mutant over the pre-
existing form so that the advantage in homozygo;tes and heterozygotes are
respectively 2s and s (the case of ‘semidominance’ in fitness). We denote by p
the initial frequency of the mutant. Let us assume that the paramcters sand
p are the same among mutations at different sites. Then, it can be .sho'wn
that at equilibrium in which mutational input and mnd.on'.'- ?xnnc?lon
balance each other, the number of heterozygous sites per individual is

H(p) = (2vu/s)[u(p) = P, (8.85)
where u(p) = (1 —e™%)/(1 — %), in which § = 4N,s. Here, u(p) represents
the probability of ultimate fixation of a mutant. If the mutants are
selectively neutral (s—0), this reduces to

H(p) =4N v.p(1 — p). (8.86)

In a population consisting of N individuals, if we assume the a mutant
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form is represented only once at the moment of its appearance (a realistic
assumption for molecular mutants) we have p = 1/(2N). Then the number of
heterozygous sites per individual is given by H(1/2N).
In the special case of selectively neutral mutants, we have, from (8.86),
H(1/2N) = 2v N N. (8.87)

If we denote by v,,,. the mutation rate per gamete per generation so that

Va=2Nv,,., (8.88)
equation (8.87) may be expressed as

H(1/2N)~ 4N o,.... (8.89)

Later, when we restrict our consideration to a certain region of the genome
(such as a coding region consisting of 1000 nucleotide sites) rather than the
whole genome, we shall use the letter o rather than v,

In the previous section (see section 8.4), the same symbol, H(p), was used
to represent the expected value of the sum of the frequencies of hetero-
Zygotes made by a mutant over all generations until fixation or loss starting
from the initial frequency p- There, it was shown (see equation 8.57) that for
a selectively neutral mutant which is represented only once at the moment
of appearance, this qQuantity reduces to 2N_/N. Since 2Nu,,,, new, different
mutations occur per generation in the population, the expected number of
heterozygous sites at equilibrium is (2N,/N) x 2N, =4N eVam IN agree-
ment with equation (8.89).

As an example, let us assume that in the human population selectively
neutral mutations occur on the average at the rate 10™* per site per
generation. With 3.5 x 10° nucleotide pairs making up the genome (the
haploid chromosome set), v,,,, =3.5 x 10° x 10-5 = 35, If the effective
population number of human species during its main course of evolution is
N, = 10° then, from (8.89), we have H(1/2N)=4 x 10° x 35=14x107,
namely, the number of heterozygous nucleotide sites due to neutral
mutations amounts to 14 million. Although this is large, it amou

0.47; of the total number of nucleotide sites making up the genome.

Let us consider a more general case with natural selection, From
equation (8.85) we obtain

nts to only

Ugam || 1 —exp(~Sp) 1
o ) TRV TOR) U :
AN N( s )[I—cxp{—S) ZN] (8.50)
where S =4N,s. This reduces to
ke, B 2s e

if |s| < 1.
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If each mutant has a definite selective advantage such that 4N _s » |, this
formula is further simplified to give
H(1/2N) =~ 8N by, (8.92)
which shows that the definitely advantageous mutants contribute twice as
much to heterozygosity as the selectively neutral mu.l.anu (see equa-
tion 8.89), provided that they occur with equal frequencies. On the other
hand, if the mutant is definitely deleterious such that 4N s » 1, where
§' = — 5, equation (8.91) reduces to
H(1/2N) = 20,,/s'. (8.93)
Ohta (1973, 1974) proposed a hypothesis stafing that the .majority of
protein polymorphisms are caused by mutatuln:u'a.l production of very
slightly deleterious alleles and suggested the possibility that suf:h qolymc?r-
phisms represent mutation-selection balance where tl.1e :v.elecnon' ullfensuy
involved is not much larger than the mutation rate. A similar possibility has
by Wright (1978).
mgnbz s\::g:,“idth?nk thzl: t:mtations having a definite adv-antage or
disadvantage cannot contribute greatly to the heterozygom?r of an
individual because of the rare occurrence of advantageous mutations and
id elimination of deleterious ones. iy
lhtNI:Jt]:“,dlet us consider the average number of segregating sites in the
population. This will be denoted by I,(p), where we assume p = 1/(2N). If
each mutant is definitely advantageous such that 4N_s» |, we have
1,(1/2N) = 4N vpun[log.(BNNs) + 7 + 1], (8.94)
where y =0.5772... is the Euler’s constant. If, on the other hand, each
mutant is definitely deleterious so that 4N _s' > 1, where s = —s, we have
1,(1/2N) % 4N B[ — log, @N.5'/N) — 7 + 11. (8.95)
For the case of selectively neutral mutations, the average number of
segregating sites is
1,(1/2N) % 4N 0y [l0g 2N) + 11. (8.96)
For example, in a population with N, =10° and N -.10‘. if t.?:e neutral
mutations occur at the rate of 10™* per site per generation and if the total
number of nucleotide sites per genome is 3.5 x 10°, we get I,(1/2N) =
2.2 x 10%, This amounts to roughly 6% of the total. sites, although the
frequencies of mutants at segregating sites are mostly in the low-frequency
m:-'g:t:ally, let us consider the distribution of allelic fmquenjcies at equilib-
rium. We denote by ®(p,x) the expected number of sites where the
frequencies of mutants lie within the range between x and x + dx. Under the
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condition that a mutant at each individual site is represented only once at
the moment of occurrence, if we denote ®(1/2N, x) by ®(x), we obtain

1
I Gix)dx
o(_xjn_hliﬂ_ : 3 (8.97)
VJxG(x] G{x}dx

']

where G(*) is given by equation (8.56c) and M, and ¥;, are the mean and
the variance in the change of the mutant frequency (x) during one
generation. This formula was obtained by Kimura (1964) as an extension of
Wright's distribution for irreversible mutation (Wright, 1938, 1942, 1945),
Note that this coincides with equation (8.73) except for the factor 2Ny,
which represents the number of sites at which mutations occur in each
generation distributed throughout the population.

A more exact and detailed study on the number of segregating sites was
made by Watterson (1975) using the infinite site model (see also
Ewens, 1979),

Although the infinite site model was originally formulated with the whole
genome comprising all nucleotide sites in mind, the model may be applied
to treat a gene locus or cistron (a segment of DNA coding for a protein),
because each cistron consists of a large number, say 1000 of nucleotide sites.
Li (1977b) investigated the distribution of nucleotide differences between
two randomly chosen cistrons in a finite population applying the infinite
site model to cistrons.

Ohta and Kimura (1971¢) investigated linkage disequilibrium (i.e. non-

random association of mutant forms) between two segregating nucleotide

sites in a finite population using the infinite site model. Based on the results
obtained, they pointed out that strong linkage disequilibrium must be very
common between segregating nucleotide sites within a cistron.

8.7 Model of effectively neutral mutations

In our discussion on the relationship between the rate of evolution
and selective constraint (see chapter 7), we often found it convenient to
classify mutations into two distinct types, strictly neutral and definitely
deleterious, and argued that the proportion of neutral mutations decreases
with increasing functional constraint, In reality, however, there may be a
continuum between these two types and the possibility cannot be excluded
that the intermediate types between these two extremes are important. In
other words, at the molecular level, a substantial proportion of new
mutations could be very slightly deleterious as emphasized by Ohta (1973,

8.7 Model of effectively neutral mutations 241

1974). Such mutations behave as if selectively neutral in a sq:tall population,
but are unequivocally selected against in a large populaum?. .

Ohta (1977b) was the first to investigate th? population g.enetml
consequences of very slightly deleterious mutations by assuming thal
selection coefficients against the new mutations lollow‘ an exponential
distribution. She has shown that under this mumpuon. tt: rate of
evolution per generation in terms of mutant subsumt.mns is inversely
proportional to the effective population size of the spoma'

From the standpoint of the neutral theory, however, Ol?ta smodel hasa
drawback in that it cannot accommodate enough mutations that hebaw:
uﬂecﬁvelyasnmuﬂwhenthepopulaﬁonsizegmhfge.Toommeth:s
difficulty, I proposed (Kimura, l979]amodelwh|chmt.haithc
selection coefficients among mutants follow a Gamma (I') d:sm'bunon and
this was termed the model of effectively neutral mutations. This model is
based on the idea that selective neutrality is the limit when the selective
disadvantage becomes indefinitely small (Kimura and Ohtl._ 19?4)._

More specifically, the model assumes that the frequency dnsmbuuon of
the selective disadvantage (denoted by s’) of mutants among different sites
within a gene (cistron) follows the I" distribution

f(s) =51 T (), (8.98)
where « = /5, in which §” is the mean selective disadranu_ge, and § is_a
parameter such that 0 < § < 1. If we measure the selective disadvantage in
terms of the Malthusian parameter (Fisher, 1930b), s’ has t.he range (0, l.n),
On the other hand, if we measure it, in terms of the conventional selection
coefficient, the true range of s’ is restricted to the interval (0, l),_!-_‘lowew.r,
becauseweassumzthatf’issmall,withalyphnlfahieo:f-lo ,'f(s'}:s
negligible beyond s’ = 0.1 so that we can take the entire positive axis as the

of in ion without serious error. .
l.M!I:ethis l'(:erf::llation, we disregard beneficial mutants, and restrict our
consideration only to deleterious and neutral mutations. Admmcdl.y, this is
an oversimplification, but as I shall show later, a mfadel assuming that
beneficial mutations also arise at a constm:t rate independent of en-

i changes leads to unrealistic results.

wrﬁ?ﬂ?;lnsidcrga diploid population of effective silzc N,. We apply the
infinite site model (see section 8.6) to a gene locus or cistron, and dote t.)y
v, the effectively neutral mutation rate that is defined by the relationship

1/2N,)

be=v f f(s)ds', (8.99)
0

where v is the mutation rate per cistron. In other words, we call the
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mutations effectively neutral if their selective disadvantage is less than
I/(2N,). For 2N §" » 1, (8.99) is approximated by

TSR (ﬂ 3
CTL+p\2NF ) (8.100)

Fig. 8.8 illustrates the distribution f(s’) for the case f# = 0.5 and §* = 10~>. In
this figure, the shaded area represents the fraction of effectively neutral
mutations (v./v) when the effective population size (N, is 2500. This
fraction becomes smaller as the population size increases. Note that even if
the frequency of strictly neutral mutations (for which s* = 0) is zero in the
present model, a large fraction of mutations can be effectively neutral if Bis
small. Note also that f(0)=o0 for 0<f<1. We may regard f as

representing the degree of physiological homeostasis, while § represents the

degree of functional constraint of the molecule. In the limiting situation

B — 0, all mutations become neutral. On the other hand, if § = 1, the model

reduces to Ohta’s model for which v./v = 1/(2N ) when NS » 1.

Fig 8.8. Frequency distribution of selection coefficients among
mutants at different sites within a cistron (gene). The shaded area
represents the fraction of effectively neutral mutations. Parameter
values assumed for this case in the model of effectively neutral
mutations are f = 0.5 and i = 0.001. From Kimura (1979).

2.0

Relative frequency
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The rate of evolution in terms of the number of mutant substitutions per
generation, which we denote by ki, is

k,= JQZNmf(s'}ds'. (8.101)

(1]
where subscript g indicates that it refers to the rate per generation ratl'.ter
than per year Inthisformula.uisthcprobabilitythatamuunlw'n.h
selective disadvantage s’ become eventually fixed in the population, and itis
given by

[

(this formula follows from equation 3.11, if we put p=1/2N and s= —5').
It can then be shown that, as a rough approximation,
ke 2 v,, (8.103)
namely, the rate of evolution per generation is equal to the rate of effectively
neutral mutations. This may be regarded as a generalization of%hewcll-
known relationship k = v which is valid for strictly neutral mutations (see
equation 3.20). In the case of = 0.5 which is illustrated in Fig. 8.8: the rate
ofevolution per generation is inversely proportional to /N, provided that
N_§ is large as can be seen from (8.100). .
Let A, be the average number of heterozygous sites per cistron, so that

a,= r H(1/2N)f(5)ds, (8.104)
o
where H(1/2N) is given by equation (8.90) in which we put v, = ands=

— §'. For numerical calculation of A, the following approximation formula
is useful.

1-# 4 (15+R)' " —R'~*
1?.,=3N,9R'[“ i +(1 - )
1.5+ R?"—(0.5+R)>*"*
Ryl T L

where R = f/(4N_§) and 0<f< 1. In the limiting situation either I:or
B—0 or § -0, this equation reduces to H,=4N,v, which' agrees with
equation (8.89) obtained in the previous section for strictly neutral
mutations. : :

Let ki, be the expected heterozygosity of the gene under consideration.
Then, assuming that different sites behave independently, we have

Fo=1-c%, (8.106)
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because this represents the probability that the gene is heterozygous at least
in one of the sites, (This assumes independence of segregating sites within a
cistron and therefore, strictly speaking, is not valid. For a small value of A,
however, it should give a satisfactory approximation.) In Fig. 8.9, the
expected heterozygosity is shown as a function of N, for various parameter
values (8 and §") assuming v =2 x 10, Note that as compared with the
situation in which all the mutations are neutral (f—0), a case such as
B=05 and 5 =0.001 is interesting because of the slow rate at which
heterozygosity increases as N gets large. In the same figure, the dotted line
represents h, =1 — 1/(1 + 8N 0)'2, the heterozygosity expected under the
stepwise mutation model (see section 85). Similarly, the broken line
represents hf =1 —1/(1 + 8N 5)*? in which v, is the effectively neutral
mutation rate with # =0.5 and ¥ = 0.001. In all these cases the mutation
rate v=2 x 10™° is assumed.
In the above analysis, we have assumed that all the mutations are either
deleterious or at best, selectively neutral. To make our analysis complete,
however, it is important to investigate how the evolutionary rate is

Fig. 8.9, Tbemnhetemzypsityperbcusasafnnclionofme
effective population size for various combinations of parameters, §
and ¥, assuming the mutation rate per locus v =2 x 10~%. From

Kimura (1979),
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influenced if a certain fraction of mutations are advantageous. So, let’ us
assume that advantageous mutations occur at the rate v, per generation
and that the selection coeflicient s for such mutations follows the I’
distribution with mean § and parameter y;
fuls) =are™"s""1/I(y), (8.107)

in which ¢ =y/§ and y> 0. _ . .

Noting that the probability of ultimate fixation of a single mu?am with
selective advantage s{ > 0) is u=2s(N /N)/(1 —e':""}.(sec equation 3.12),
the rate of evolution due to advantageous mutations is

k,= .r, 2Nv,uf (s)ds
o

=4N,v,5R**! i{j-&-R}"", (8.108)
Jj=0
in which R =y/(4N 3). This can be approximated by
ky=0,{4N5 + [7/(6N 5 + ]} (8.109)

For N_» |, we have k =~ 4N §v,. This means that the rate ol'cv‘o!uﬁ?n can
become enormously high in a very large popnfhuon, k, being directly
proportional to N, contrary to actual oMum g
Let us go back tot.hcoriginalmumpuonllmu:em
favorable mutations can be neglected and that Ehe [wquency of d_:sadvan-
tageous mutations follows the Gamma distribution (8.98). With this model,
we have shown that the rate of evolution pergunranon (lf,) m as‘N.
increases. Of particular interest is the case f = 0.5, w.l.uch isan mtermedm_tcl:
situation between f = 0 (i.e. all the mutations are s!nctly neutral)and f =
(Ohta’s model of exponential distribution). This appears to be more
isti i two extremes.
mlisut;ismz;:;? '-‘; :f O?fs mentioned already, the rate of evolution is
inversely proportional to ./ N,, that is,

k,ocl//N,, (8.110)
if N5 » 1. ’ ]
Thus the evolutionary rate per year which we denote by k; is
ky = ky/goc 1/(g /NJ) (8.111)

where g is the generation span in years. If, in addition, lh:: gencratio:f sparli is
inversely proportional to the square root of the effective population size
among various organisms, i.e.

gcl/ /N, (8.112)



246 Population genetics at the molecular level

we have, from (8.111), the relationship,

k; = constant, (8.113)

namely, the evolutionary rate per year is constant, provided that the
mutation rate per generation (v) is constant among different organisms.

As discussed extensively in chapter 4 (see section 4.2), there is strong
evidence that for each protein the actual rate of evolution in terms of amino
acid substitutions is approximately constant per year, but not per
generation, among diverse lineages. This is particularly evident in the o
hemoglobin among mammals.

One of the criticisms against the neutral theory has been that the observed
constancy of the evolutionary rate per year rather than per genmeration
contradicts the prediction of the neutral theory, because the mutation rate
per generation but not per year appears to be roughly equal among animals
whose generation spans are very different. For example, observed rates for
lethals and visible mutations per locus per generation are roughly equal
among Drosophila, the mouse and the human. Unless the mechanism of
mutation differs fundamentally for neutral alleles from other type of
mutations, we should expect that the frequency of neutral mutations is
roughly constant per generation, and if we apply the formula k = v (equation
3.20), the rate of evolution should be constant per generation, contrary to
observations.

[ must admit that this is a difficult problem for the neutral theory to cope
with (and even more so for the ‘selectionist’ theory). The original
explanation (see, for example Kimura and Ohta, 1971a) that the mutation
rate for neutral alleles is constant per year could still be valid. If this is
indeed so, we need to go more deeply to inquire why the occurrence of
neutral and nearly neutral mutations should be proportional to years. This
question is particularly pertinent in the face of the observations on
pseudogenes (see section 7.4), for which previously deleterious mutations
have changed into neutral ones. '

According to Kondo (1977) there is little doubt that spontaneous
mutations are mostly produced as copy errors during DNA replication. He
tried to estimate per locus per replication rates of visible mutations in
Drosophila melanogaster, the mouse and man, and obtained respectively
(2~50)x 107% 4 x 107 and (2 ~ 20) x 10" * for them. These values are
obtained by dividing the mutation rates per locus per gamete with the
effective number of germ cell generations, assumed to be respectively 11, 16
and 20 for Drosophila, mice and humans. Considering the very large

difference in generation spans among these organisms, we must conclude
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that the spontaneous mutation rates are comparable among them per
ion but not ;
m‘re;:tzumption gt J:..s:r[.'aer:ie*s with a longer generation span tends to
have a smaller effective population size appears to be realistic, because
organisms with a large body size (such as the elephant) tend to ha‘ve :ll. l.onger
generation time and at the same time have a smaller nnmbe.r of mdmdutt
per species as compared with those having sn_:albr_body size (such a;u
mouse). However, whether such a simple rclant'mshxp asgecl/ \/ N, ; y
holds (even approximately) remains to be investigated. As an c_xample, etus
consider the elephant vs. the mouse. The former hasa generation span some
wﬁmaaslongasthciattcr.becausetheavmgcgmemtfonnmcofth;
elephant is probably 20 years or so while that of the wu hatl‘ac;lw:
the relationship goc 1/ \/Ng applies to these two anumis, the ] ective
population size of the mouse is expected to be some 1§00 times as argle f:s
that of the elephant, and this is a not wholly unrealistic pl"oposmon. ote
that the effective size here refers to that of the whole species or subspecies
rather than that of a local population or deme. : ok
One exception to the rate constancy per year rule ?f protein e'vohmon IIS
the apparent slow molecular evolution in h:ghm: pnmafes. Th:f anomno);'
may be explained by assuming that in the line r:-l' higher primates, mf.:gse:the
¢ had not been accompanied by a com:spon.{hn'g decrease of I\f, S0 tha
productg\/N, in equation (8.111) became significantly Iargcrmthembl‘ n
in other mammals. This led to the slow down of the ral.z per year. Note,
however, that, as mentioned in chapter 4, there is still disagreement as to
whether the rate of molecular evolution has really slowed down, so the
discussion is only tentative. .
pa:raﬂy speaking, it is likely that the value of the Wﬂ Bis smallcr
in mammals than in insects, because of higher phymol?g:cal homefasm:sls in
the mammals. The possibility of more mutations _bcmg neutral in hlgh';:r
forms such as mammals with advanced homem has been s:;alggcstegm 3_?
Kondo (1977). Low physiological homeostasis and frequent | ex e
tion of colonies must be the main reason why the virtual heu:rozyguufy o
| minus the sum of squares of allelic frcqucnqes) dfscs not get very lngl? 3
organisms having immense apparent populanon.slzcs such as nootro;;l;:}
Drosophila (Ayala et al., 1972) and Escherichia coli (Mﬂkman, _l m‘;
Selander and Levin, 1980). More will be discussed on this problem in
see section 9.2). .
m;'th‘e:h;‘::lezliof effectively neutral mutations (Kimura, 1979) discussed .m
this section represents my attempt to make the neutral th_eory more precise
and realistic. The model assumes that molecular evolution and polymor-
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phism are mainly caused by random drift of very slightly deleterious but
effectively neutral mutations. In this respect, the theory resembles Ohta's
theory of slightly deleterious mutations (Ohta, 1973, 1974, 1976b). But there
are some important differences. Ohta (1976b) claims that, in very large
populations, a stable mutation-selection balance will be realized with
heterozygosity reaching the upper limit, while molecular evolution should
have stopped or at least have slowed down. Then, fixation of mutants is
mainly restricted to population bottlenecks at the time of speciation. On the
other hand, I assume that, even in very large populations, alleles at
intermediate frequencies, as often found in Drosophila species (see Selander,
1976, table I), represent eflectively neutral mutations carried by random drift
and that evolution by drift is unlikely to be stopped in these species.
Finally, there is one biological problem that we have to consider. Under
the present model, effectively neutral, but, in fact, very slightly deleterious
mutants accumulate continuously in every species. The selective disadvan-
tage of such mutants (in terms of an individual's survival and
reproduction — i.e. in Darwinian fitness) is likely to be of the order of 10-*
or less, but with 10* loci per genome coding for various proteins and each
accumulating the mutants at the rate of 10~ % per generation, the rate of loss
of fitness per generation may amount of 10~ per generation. Whether such a
small rate of deterioration in fitness constitutes a threat to the survival and
welfare of the species (not to the individual) is a moot point, but this can easily
be taken care of by adaptive gene substitutions that must occur from time to
time, say once every few hundred generations (see also section 6.7, where
random fixation of slightly deleterious mutants under stabilizing selection is
discussed).
88 Genetic distance
For estimating the amount of evolutionary divergence between
populations (species, races, etc.) based on gene frequency data, a suitable
measure of the distance between populations is required. In their pioneer-
ing attempt to construct a phylogenetic tree of human races through data
on blood-group frequencies, Cavalli-Sforza and Edwards (1967) used a
measure of distance derived from ‘square-root’ transformation of gene
frequencies. This measure was proposed earlier by Cavalli-Sforza and
Conterio (1960) who analysed the distribution of blood group genes in the
Parma river valley, and it is based on the following consideration. Let A,
A .., A, be malleles at a locus, and assume m-dimensional Cartesian co-
ordinates with each axis representing the square root of one of the allelic
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ies. Then the genetic composition of a population is located on a
Lmy::r:mherewdthmdigue:l (acmauywenwdon.lythe lﬂﬁhpanof'xhe
space in which all the co-ordinates are non-negative). For two popuhtm?s
each with allele frequencies (py, ps, . .., ) and pj, p,..., Pa) the genetic
distance between them is given by 8, where

cos8= Y /piv/pi (8.114)
i=1
Geometrically, 8 is the angle (in radians) made by the two -.recton;l (V/P1s
P2/ P) a0d (JPhs o/ Piseners/ P Which f“-‘me‘ e t:;
populations. One advantage of this distance is that if gene r?}u;a;n 5
change solely by random drift, the expected value of the variance t.:la ng
in @ per generation is a constant which dcpenl.:ls on the effective population
size but is independent of gene frequencies. S:_noe 0=n/2 c-orresponds toa
complete gene substitution, it may b;cr:mv!:ment to work in terms of 20/m,
it distance being one gene substitution. )
mi—lt:::ever, in applyi:g the method of maximum likelihood: this measure
turned out to be intractable (owing to the curved space and difficulties with
the co-ordinate system), so Cavalli-Sforza andE:dwarda used a more
convenient measure (2 /2/x) /(1 — cos 8) which is the Icngth of the Fhor?f
joining the two points (populations). Such a measure is appl;;cpn;}e :
divergence of gene frequencies between populan'ons rdlects [re:.;[
action of random drift over a relatively short period, and if the effect
ion is small and negligible. 2
mg‘:l?rnc :}sthcr hand, for the purpose of treating the ions-tnjrm evolution in
which the cumulative effect of mutations is significant, a different measure
of genetic distance may be required. Probablymcbeuones?&rprc{pom
andcutainlythemostwidelyusedfor@hawrpo;scmdudm
measure proposed by Nei (1972). No douPL, rts populanty stems From _lhe
simplicity of formulation, faci:ity of application, and clarity of biological
ing as I shall explain below.
meéﬁ::gdcr two populations 1 and 2, and suppose that t..he f’“‘“‘?ﬁ of
allele A, at a locus in populations 1 and 2 is respectwd)_« J:il t:’.‘
i=1,2..) Let j, =Zx}, j =Zy and j,; = Zx,y,, where j, 1s the prmm
ability of identity of two randomly cho?sen‘ homulogouls. ge:{e;k ;:ity
population 1, j, is that of population 2, and j,, is the probability o
of two randomly chosen homologous genes one each from popu t;c;ln;
and 2. These are defined for each locus, so we take averages over e

relevant loci for which gene frequency data are available. Let J, =j;,
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Jy=J; and J,, =], be such averages. Then, Nei's ‘standard genetic
distance’ is given by

Jia
= —log, ———. 8.115
bR, it
This may also be expressed as D = — log, I, where
I=1J,,/ \/U:Jz)‘ (8.116)

This quantity [ is called the normalized identity of genes between two
populations.

The standard genetic distance, D, is intended to measure the mean
number of net codon differences, and under complete isolation it gives the
accumulated number of gene substitutions per locus after the populations
diverged from a common ancestral population. The fact that the rate of
molecular evolution in terms of mutant substitutions is roughly constant
per year (see chapter 4) makes this distance measure particularly useful for
molecular evolutionary studies.

Let v be the mutation rate per locus for neutral alleles, and suppose that

this rate is equal among loci. Then the expected value of identity in the r-th
generation is

E(l)=e¢"2],, (8.117)

where I, is the identity probability (or homozygosity) in the ancestral
population (t=0). This formula follows immediately from the con-
sideration that if we use the infinite allele model which assumes that every
mutation leads to a new not pre-existing allele (see section 8.2), and if two
populations are isolated from each other, the identi ty probability between

two genes from the two populations decreases at the rate 2p per generation
so that

E(I)=(1 - 20)E(I,_,) = (1 = 20f I, ~ e~ 2], (8.118)
This means that the expected value of the standard distance is
E(D) =~ - 2ut, (8.119)

if the population is in equilibrium so that J, = J, = I,. On the other hand, if
isolation is not complete as in many local populations of a species, progress
of divergence is prevented by migration, and genetic distance cannot
become very large (the identity coefficient between subpopulations under
mutation and migration was studied by Nei and Feldman, 1972). Note that
as a measure of the net codon difference, D must in general be estimated by
using a large number of loci taken as a random sample from the whole
genome, including monomorphic as well as polymorphic loci.

—_

8.8 Genetic distance 251

There is a possibility that the mutation rate (v) for ncu@ allleles diifefs
from locus to locus, as we discussed in relation to the disfnbunou c_:l‘ allelic
frequency and the mean hctcrozygosit.y O\fer many lo?t (see section 8.2}.
According to Nei et al.(1976a), the distribution of mutation rate per locusis
well approximated by a gamma clistril:mt.iiutl.2 and the empirical data
suggests that the coefficient of variat.ion a=7"/V, is about 1. Then, an
appropriate formula for the distance is

D,=(1-1)/I. (8.120)

For the rationale of this formula, readers may refer to Nei (l9?8b).

The single locus identity (j;2/ \/1_,_;_; ) between tv:vo spemes \iranes a great
deal among loci. It usually shows a U-shaped dxst‘nbuuon in Yc::tcbrsfte
species, and often takes a value of either 1 or 0 (Nei, 19‘?§a). This is easily
understandable by noting that alleles at a given locus are cuher. fixed or lost
most of the time in the course of evolution with random dt:lﬁ playing a
predominant role in determining their frequencies [_as claimed b.y tllue
neutral theory). This means that a large number of loci must be st.ud:ed in
order to estimate the true genetic distance (D) between species. The
situation is similar in estimating the heterozygosity per. Iocus' (H) of a
species. Nei and Roychoudhury (1974) and Nei (1978a), mves'ugawd. the
variances of these estimates by decomposing each of these \rt}mnccs into
two components; one due to variation from locus to k?cus (variance among
loci) and the other due to sampling of genes within loci. It turns out that the
inter-locus variance is much larger than the intra-locus variance, unlcss n
(the number of individuals sampled) is extremely small. Thus, for estimating
the average heterozygosity and the true genetic distance, a large number of
loci rather than a large number of individuals per locus should be used (see
also Li and Nei, 1975). .

Nei (1975) computed the standard genetic dlsfances between races,
species, genera etc. in various organisms using published data. The results
show that the distance is generally 0.00 ~ 0.05 between races, 0.02~ 0.20
between subspecies, 0.1 ~ 2.0 between species, and more than 1 between
gmézénlly. Nei (1978b) reviewed his work on genetic distance as'applied. to
the problems of human evolution. I shall mention some ?f the mlc.restmg
findings reported by him. At the protein level the racial dq]‘erenees in man
correspond to those between local races in o(hfr organisms. The mean
number of codon differences between man and chimpanzee is about 1/ I9‘of
that between man and horse. Among the 1l:free @jor races, Caucasoid,
Negroid and Mongoloid, the first divergence is estimated to have occurred
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about 120000 years ago between the Negroid group on the one hand and
the joint Caucasoid and Mongoloid group on the other. Then the latter
group split into Caucasoid and Mongoloid around 60000 years ago. The
g.cncnc identity between man and chimpanzee corresponds to a divergence
time oI' 4.~ 6 million years if the assumption of constant rate of amino acid
mlxbsmuuon is valid (see section 4.1 for the paleontological estimate of this
divergence time, which may be older than this). As to a similar study with

special rd‘eltencc to human populations in the Asian-Pacific area, the
readers are invited to consult Omoto (1981, 1982).

9

Maintenance of genetic variability at
the molecular level

9.1 The problem, the facts, and the neutralist solution

What is the mechanism by which genetic variability at the
molecular level, such as manifested in the form of protein polymorphism, is
maintained? This is the outstanding problem confronting present-day
population genetics.

In the previous chapter (chapter 8) I have presented some models of
molecular population genetics which were developed through the use of the
diffusion equation method. It represents the neutralist program to treat this
difficult but important problem. Furthermore, I have shown in quantitative
terms, taking a hypothetical mammal as an example, how a realistic level
and pattern of genetic variability can be predicted by assuming a set of
parameter values derived from independent sources, such as the base
substitution rate as estimated from the evolutionary study of globin
pseudogenes, the fraction of neutral mutants among all mutations in the
average protein as estimated by the frequency of rare electrophoretic
variants, the average size of genes that code enzymes, and a reasonable guess
about the effective population size in the long term evolution of a typical
mammal. The central theme in this endeavor is that protein polymorphism
and protein evolution are not two independent phenomena. Rather,
protein polymorphism represents a transient phase of molecular evolution
(Kimura and Ohta, 1971a). Admittedly, each estimate or informed guess for
these parameter values cannot be very accurate at the moment.
Nevertheless, the fact that a consistent and all-round picture can be drawn
in this way represents a real strength of the neutral theory.

In this chapter, I shall discuss how the neutral theory can stand in the face
of hard facts coming from numerous observations in nature and diverse
experiments in the laboratories. I shall also discuss how the neutral theory
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fares well as compared with rival ‘selectionist’ theories in explaining various
observations on the genetic variability at the molecular level,

Before we go into detailed discussion on the nature of polymorphism at
the molecular level, I would like to mention two types of observations that
are fundamental for such a discussion. The first is concerned with the
distribution of the average heterozygosities (per locus per individual)
among diverse organisms, and the second isconcerned with the distribution
of allelic frequencies at a given enzyme locus among related but different
species.

As to the distribution of the average heteroz
Very extensive data are now available, Fig. 9.1
drawn separately for vertebrates (214 speci
species). Note that in this figure, the abscissa r
more precisely,

ygosities among organisms,
illustrates such distributions
es) and invertebrates (128
epresents heterozygosity, or
one minus the sum of squares of allelic frequencies per locus
(in %). In the terminology of this book, it represents virtual heterozygosity
(or ‘gene diversity’ in the terminology of Nei, 1975) which coincides with
heterozygosity in the ordinary sense for a random mating diploid species, A
very similar set of histograms are also given in Fig. 2 of Nevo (1978) who
compiled data for 93 invertebrate and 135 vertebrate species in which 14 and
more loci have been studied. It is clear from these figures that the average
heterozygosity seldom exceeds 30%, that is, A, in natural populations is
restricted to the range 0.0~ 0.3,

This may be compared with the statement of Lewontin (1974) who
claimed, based on the data then available (consisting of a dozen species, 1.e.
human, mouse, peromyscus, horseshoe crab and eight species of
Drosophila), that the observed range of heterozygosities over all the species

Fig. 9.1. Distributions of the average heterozygosities per locus among
invertebrate and vertebrate species (Nei and Graur, personal
communication). Abscissa: heterozygosity, or more precisely ‘virtual
heterozygosity’ (i.e. one minus the sum of squares of allelic frequencies)
per locus (in % ). Ordinate: number of species.

Invertebrates Vertebrates
127 species 214 species
0 10 20 30 40 0 10 20
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lies in the ‘sensitive region’, between 0.056 and 0.184, =.1nd that thi.s range
corresponds to values of N v, the product of t‘he effective population size
and mutation rate (see equation 8.15 in the previous chapter), between 0.015
and 0.057, so that N_v values are only within a fsctor of four of each other.
Considering the possibility that mutation rate v is comparable among
diverse organisms, he points out that this must 1mpl_y an extraordinary
invariance of population size of all multicellular ou:g_ams'ms. He goes‘ on to
state that ‘the patent absurdity of such a proposition is .str‘ong evidence
against a neutralist explanation of observed heten?zygos:ty. T
It is clear, however, thanks to much more extensive data now available,
that the average heterozygosity can be extren.:Lely low or even z.faro for sc;me
organisms. Particularly, among mammals with a large body size, veryg ;;;'
heterozygosity appears to be quite common (see Cameron and Vyje, l] 9?9.
I shall mention a few remarkable examples. Allendorf et al. I( )
investigated 13 enzyme loci for 52 individuals of the po]z.u' bear (Th; l?rczo?
maritimus) from Greenland and found no val:lation in the mo 1Ityh?
electrophoretic bands, that is, all the loci investigated were mc?nomo:)}zl 1;
(H,=0). Also, no polymorphisms were found among 21 pr.otems. 1:r1ced ;
by 24 loci for the elephant seal (Mirounga angustirostris) mvesug?.t y
Bonnell and Selander (1974), who ascribe the complete mono.morPhxsm t;a
consequence of fixation of alleles brought about by the dlec1matu;n of ; 1sf
species by sealers in the last century. However, as I explained at the en or
section 8.1, rapid decrease of the population size flor a. small number. ol
generations is unlikely to cause significant reduction m hfatarcfzygosEly.
Therefore, the extremely low heterozygosity must be genume_m this species.
From the standpoint of the neutral theory, we can explain such a nl:;ﬁ
heterozygosity by assuming that large mammals in general have very s
effective population sizes, so that N v are very small for‘ them. If we z:sssume
that the mutation rate for neutral electromorphs is vy, =~ 10 pearl
generation (assumed to be several times as large as that of the hypothetic
mammal with generation time of one year), the expected average heterozy-
gosity becomes less than 0.004 if N, is less than 1900, =
Therefore, the only serious problem that remains to be ex!:lam in
relation to Lewontin’s criticism is why the average heterozygosity seldpm
exceeds 0.3, even for species which have immens.e apparex?tlpopf.llatlon
sizes. According to Ayala (1972), the neotropical.fruft i'lyj D. w:fhszo:.m hasan
immense population size with geographical distribution Fxtf:qdlng over
several million square kilometers, and the total numbml" of individuals at e;
given time is doubtless much larger than 10°. He cntlm_zcd the ucPtra
theory by saying that if we take N_ = 10° as a lower estimate and if we
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assume (following Kimura and Ohta, 1971a)v = 10~ 7 for the mutation rate,
we get 4N,v + | =401 as the effective number of alleles. In other words, the
predicted heterozygosity, A, =4N,v/(4N v+ 1), should be practically
100%. On the other hand, the observed average heterozygosity of D.
willistoni is only about 18%, contrary to the prediction from the neutral
theory (see also Ayala et al., 1972).

Ohta and Kimura (1973) countered this criticism by pointing out a real
possibility that N, = 10? is an overestimate, not as the number of breeding
flies per generation, but as the number to be used in obtaining the expected
heterozygosity. Not only is this number controlled by the minimum
population size when population number fluctuates from generation to
generation (equation 3.5 in chapter 3), but also it takes a length of time in
the order of the reciprocal of the mutation rate (if 1/v <N, .) or the
population size (if 1/v> N,) for the eguilibrium state with respect to
heterozygosity to be established after the population expands rapidly from
a much smaller population size with low heterozygosity (see equation 8.13).
As suggested by Ohta and Kimura (1973), it is likely that the effect of small
population number during the last continental glaciation (between some
30000 and 10000 years ago) still remains in the genetic composition of
tropical fruit flies. According to Calder (1974) the large areas of tropical
forests were cool and dry during the ice ages. Therefore, it is quite likely
that the population sizes of neotropical fruit flies then must have been very
much smaller. This means that the equilibrium heterozygosity as expected
from the present flourishing condition has not yet been reached. It is
possible that relative abundance of various species of Drosophila changes
rather rapidly (in the time scale pertinent to a discussion of evolutionary
change), so that correlation between heterozygosity and the contemporary
population size can be very low.

Furthermore, as pointed out by Maruyama and Kimura (1980), local
extinction and recolonization of subpopulations must be rather common in
Drosophila species and this will reduce their effective population sizes
drastically (see (v) in section 3.3). More specifically, if we assume in equation
(3.10) that the rate of local extinction (1) of colonies is much higher than the
rate (m) of the equal exchange of individuals between colonies, the effective
population size (N,) of the species becomes much smaller than the product
of the number of colonies (n) and the effective size (V) of the individual
colony. In fact if m/4 is small, N, ~ nNm/A from equation (3.10). In D.
willistoni, it is possible that the appropriate effective size N, is two orders of
magnitude less than the lower estimate of N, by Ayala. An additional point
to be made regarding Ayala’s criticism is that v = 10~ 7 of Kimura and Ohta

T
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(1971a) refers to the neutral mutation rate per year but not per generation.
For the fruit flies that breed all the year round in tropical forest, there may
be some 10 generations per year, so that an appropriate mutation ratc. for
neutral electromorphs is vy = 10~ " if we accept the nculralislt paradigm
(but, see section 8.7 for deeper discussion on the relationship betweg
mutation rate for the ‘effectively neutral’ alleles and N,). Then, with
N, =107 and vy = 1077, we get A, =0.29 which is still Iarger t.l:um the
observed value (0.177), but close enough to make Ayala's criticism lose
much of its force.

That the effective size of many Drosophila species must have been rather
small in the course of evolution can also be inferred from the fact that they
are usually separated by a number of chromosomal changes (see, for
example, Dobzhansky, 1970). Since chromosome rearrangements such as
translocations and inversions are generally deleterious when hc.terozygous
but have normal fitness when homozygous, the situation is I'(?rma_lly
equivalent to negative overdominance, and a small effective population size
is required for their fixation in evolution. Lande (1979) presented an
excellent mathematical treatment of the process involved. He note_d tl?al
species are usually composed of numerous demes which fluctuate in size
and undergo local extinction and recolonization. He computed the
probability of fixation (denoted by U) of a newly arisen c_hr'onfosomc
mutant within a deme and noted that if R is the fixation rate, this is given by
R =2N,uU, where uis the rate of appearance oi'ch.rc.tmowme mutants per
gamete and N, is the actual number of breeding individuals per deme. Then,
he pointed out that if n is the number of semi-is«c.)lnwd demes that .makc up
the species, the probability that a given deme (or its descendants) will spread
throughout the species is 1/n, so that the number ofdemes.mods and
fixation rate for the species as a whole is the same as the fixation rate for a
single deme, R. . ‘

It is likely that, in many organisms with very high reproduc.mve rate,
random local extinction and recolonization predominate over mtu'dcfne
migration, and as mentioned above, this will drastically reduu: the_eﬁ‘ecuvc
population size of the species in the Iong-(erm_ chE)!llilOﬂ. Sialkm'{l9.?‘7)
made a pioneering study of the effect of local extinction and recolomzat‘ton
on genetic variability of the species. This was fpllowed by_ a more detailed
study by Maruyama and Kimura (1980) which I mc:_monec! .already. l
believe that these studies must be taken into account, in addition to No:-:u
et al’s (1975) work on population bottlenecks, when we flisci_lss the genetic
variability of organisms with immense apparent population sizes. There are
other causes (such as inequality of the number of breeding males and
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females) which reduce the effective population size. Thus in general, the
pertinent value of N, to be used in our formula A, =4N v/(4N v + 1) for
computing the average heterozygosity must be much smaller than the
number of breeding individuals at a given moment. As noted by Nei (1980),
whenever a rough estimate of effective population size is obtainable, the
observed heterozygosity is almost always lower than the expected, but, such
a discrepancy does not pose any serious problem to the neutral theory. In
other words, there is no difficulty for the neutral theory to explain ‘an
enormous amount’ of genic variability, as often referred to. In fact, the
amount as predicted from the neutral mutations is almost too much, and no
additional mechanisms seem to be required. In my opinion this poses some
difficulty to the selectionist theories assuming various causes (such as
‘marginal overdominance’ due to genotype-environment interaction in
heterogeneous environment and ‘frequency-dependent selection’ that
favors less frequent alleles) which positively help to maintain the allelic
variants in the population; these will certainly inflate the amount of
heterozygosity still more unless mutational input is neglected.

Next, let us examine briefly the second type of observation, that is, the
distribution of allelic frequencies at a specific enzyme locus among different
species. For this purpose observations from Drosophila and other or-
ganisms are available. Fig. 9.2 which is due to Gojobori (1979) illustrates
distribution of allelic frequencies at xanthine dehydrogenase (X dh) locus (or
more precisely, Xdh locus group, because exact genetic identity of this locus
among remotely related organisms is not assured). The distribution is U-

Fig. 9.2. Distribution of allelic frequencies at the Xdh locus (or more
precisely, locus group) compiled by Gojobori (1979) using data from

vanous organisms. Abscissa: allele frequency. Ordinate: number of
alleles.
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ith frequencies extending from very low to very high l'rcqut.jncxc?.
ssi.lzzegjhaper:;istributions are found in almost all o;(her enzyme loci, This
is consistent with the fact that distribution of allelic &aquem a;no;g
different loci within a single species is also U-shape-d. similar to Fig. 8.
which we showed in the previous chapter for the marine flatfish. Usually, a
good fit to such a distribution can be achiever! (sa\:B for the excess of rare
alleles) by using equation (8.17) in which 4N, v is esu{nnted Py the obsawdr p
average heterozygosity. This constitutes. supporting mdmce or
neutral theory. From the neutralist viewpoint, a particular allele in ;a gwcl:
species has simply been brought to that frequency by random drift l.l:(;s
by adaptation to the living condition of that species. In t?lher words, 1'1"l=
there by ‘chance’ but not by ‘necessity’. Therefore, as time g:les ?:)dﬁt
&oqucucywﬂldﬁftawaywithaalmhblespfed:Th?umma. ydg_
mnalsobeob{ainﬂwithmpecttothcd@buhmo_fgmeﬁc istance
between different species as we shall discuss later (see section 9.3 below) also
this vi int. '
mgf:ur::ly tomisuimﬁon of allelic frequencies, we can examncdiﬂ the
distribution of heterozygosity at a given locus among related but erml;
species. Fig. 9.3 shows such a distribution at Xdh locus among Dm;;‘phtA
species. Note that heterozygosity varies from almost m to nearly : /..m
similar distribution is presented by Selander [.19'!6) in hu table II for
proteins in 28 Drosophila species. As to Xdh, his tablcmdmes that;tﬁ:gl_.:
32%, of species are monomorphic while huerozygostfy is lngher than 0.60 i
4% of species, with the average value of 27.5% (the slight fhﬂ'erencc bctwam. L
the Gojobori and Selander data is probably due to sa:'nphng of species). o
situation is somewhat similar for other enzymc loci. The fact th-a& a;r
same (homologous) loci heterozygosity can 'd|fl'er widely {rangmdjigﬂ_ on:
monomorphism to a very high polymorphism) even between differen
Fig. 9.3. Distribution of heterozygosity at Xdh locus among

ila species (redrawn from Gojobori, 1979). The mean is
gmioggtig Abscissa: heterozygosity. Ordinate: relative [requency.
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species within genus Drosophila suggests that a mere mutation-selection
balance, as considered by King and Ohta (1975), can not be the main cause

of enzyme polvmorphism and that a much more dynamic process must be
involved.

9.2 Experimental check on selective neutrality

As a scientific hypothesis, the neutral theory of protein polymor-
phism is subject to experimental tests. It should be possible to test selective
neutrality of isozyme alleles involved, particularly using Drosophila,
through such procedures as setting up a cage population containing
W0 or more isozyme alleles in various frequencies, or using controlled
environmental conditions to measure fitness components of various
genotypes. Thus, one should be able to settle the issue of whether
protein polymorphisms are selectively neutral or actively maintained by
balancing selection. The neutralist side appears to be particularly vulner-
able to such tests.

In fact, numerous studies have been published on the subject, and papers

reporting the existence of balancing and other types of selection (thereby
intending to refute selective neutrality) have appeared, and are still
appearing frequently. Yet, it has turned out that the resolution of the issue
through such a route is much more difficult than originally thought. There
are at least two main reasons why thisis so. Firstly, it is extremely difficult to
make sure that the observed selective differences really come from
polymorphic alleles themselves rather than from the effect of surrounding
loci that are held in linkage disequilibrium with the locus in question.
Secondly, there is no assurance that the experimental conditions under
which the test is made really reflect the prevailing natural conditions of the
species.

Because of these difficulties (particularly the first), most of the results
have been regarded as inconclusive. Critical appraisal of the experimental
results in the laboratory pertaining to the issue have been made by
Lewontin (1974) and Wright (1978). Lewontin (1974, pp. 250-60) explains
eloquently how easily a false pattern suggesting overdominance and other
selection can arise in laboratory experiments and how difficult it is to detect
weak selection even with an intensity of a few per cent. Similarly, Wright
(1978, see p. 298), after carefully evaluating various reports on selection
experiments, came to the following conclusions. If the experiments are
based on a few separate stocks, strong selective differences between
allozymes are usually found, and manifested in the form of rarity advantage,
where the term allozymes refer to different enzyme forms produced by
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different alleles. (Strictly speaking, this means genetically dntermml:x::
‘isozymes’, or multiple molecular forms of enzymes. Howem._lhc twc:.h P
‘isozymes’ and ‘allozymes' are often used interchangeably in pop s
genetics, so 1 shall follow this practice.) However, further s::dyl:ms nses i:
indicated that such differences can be scpa:ated from t ra ’ozgm_
question, suggesting that they depend on linked genes. In carefully a:?;ﬁ
experiments in which genetic backgmfmds of the nuozym?‘k e
homogenized using a large number of independent sources, lit dgr >
selective difference has been detected. He states that ‘these results t;)u :
however, demonstrate complete neutrality of the tested allozy;n:aas: o
merely that differential selection is usually weak (of the order o!

less)'.

dehydrogenase .

i:::: profein ‘::olyrnorphisms so far investigated, evu:;ml:e l‘;);
selection appears to be strongest for Plcohol deh?drogenase (Adh) ba: ebs.wn
fact, polymorphism at this locus in Dros?phda mtauog::::r e
studied intensively by Clarke and his s:sso_tz:tatu to prove :e o
acting directly on this locus rather than mc!u'ecﬂy through a:;?;.?g),m
linkage disequilibrium with it (see, for review, Chrh‘:e, 1975 s ksl
strategy adopted by him for Mmm thc direct acuon Sopora
selection is as follows. First, through blochemwel and physuohgfcal l
of enzymes, we postulate (and, if possible, ndmnfy)theaehcu_vea::h
involved and relate the agent and gene products. Then._ using
knowledge, we set up experimental populations 'md ;lmmwme cmz::
frequencies to see if predictable results can .be obtained. cif -
distributions of gene frequencies and ecological factors to seer a conslstcnl “
explanation can be given for the observed pattern of gene requenc:s
natural populations. In other words, correlation between_ gme olr gu;o ’ ;:f_
frequencies and particular enviruumgntal factors is ac;teve ?[ncip}gs -
According to Clarke (1975) this strategy is ﬁfmfly 'rocued ont : 3:: e
ecological genetics, and he stated, onan optumst.:c note, t:]at ; s :r; i
could be applied to demonstrate natural ?clcctlon ato ybstw?;n Sl
polymorphic loci in one organism, then ‘the argun:cnts e
ralists” and “selectionists” would finally be resolved’. Sl

In D. melanogaster, two polymorphic alleles denoted by F {mcai:;lghcus
in electrophoretic mobility) and S (‘'slow’) commonl?' occur Cs]l;:::( ik
(these are often denoted as Adh* and Adh®). According to i
F enzyme is about twice as active as the § enzyme when ethano “1?1,5 s
substrate. On the other hand, F enzyme is less stable to heat,
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selective agent was readily discovered to be alcohols, and Clarke (1975)
assumed that Adh plays the role of a detoxifing enzyme for D, melanogaster
which lives naturally in rotting fruit and which ‘exists in a virtual bath of
ethanol and other alcohols’. This led to the prediction that a high
concentration of ethanol in the medium should favor the F allele, and this
prediction was quickly confirmed in his laboratory (see Morgan, 1976 who
also found that selection involved was frequency-dependent). Supporting
evidence also came from Briscoe et al. (1975) who found that D. melanogas-
ter flies caught in a Spanish wine cellar contain Adk* in higher frequency
than those caught at neighboring rubbish heaps. In addition, these authors
investigated experimentally if mortality differs among genotypes on
medium containing ethanol (12.5%) and found that Adh®|Adh® homo-
zygote is significantly less resistant to alcohol than the heterozygote or
Adh* |Adh* homozygote. Thompson and Kaiser (1977) used a § allele called

Adh®(ve) which has only half the enzyme activity of the normal S allele, and

they investigated relative egg to adult viability together with Adh® and Adh*

under conditions with or without ethanol and N-butanol. They observed a

positive correlation between survival in alcohol-supplemented media and
enzyme activity.

At the time when these papers were published evidence for the existence
of direct selection at the Adh locus appeared to be strong. However, later,
more careful studies have given results that are either contradictory to or
fundamentally different from these papers. Extensive studies by Australian
geneticists have revealed that ethanol tolerance of Drosophila melanogaster
is polygenically determined rather than by alleles at the Adh locus, and that
they could not detect differences in the frequencies of F between the
populations inside and outside of Australian winery cellars (McKenzie and
McKechnie, 1978; Oakeshott and Gibson, 1981). Gibson et al. (1979)
carried out selection experiments for increased tolerance to ethanol in two
populations of D. melanogaster starting from the condition that the
frequency of Adh* was 0.5. They obtained the results showing that
successful selection for increased ethanol tolerance does not necessarily
depend on either an increase in the frequency of the F allele or on any
increase in the level of alcohol dehydrogenase activity. The authors note
that these results cast doubts on the validity of the claim of Clarke (1975)
and others that differences of Adh activity between F and $ alleles in D.
melanogaster have adaptive significance in natural populations to alcohol
tolerance, but support the conclusions of McKenzie and McKechnie (1978)
that the adaptation to the alcohol concentrations in the environ ment of a
winery cellar is independent of the Adh system.
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. Oakeshott and Gibson (1981) reported the results from

I'ulrz"l ;r:mrt::g that they performed to settle thc issue. It turmed out ﬂ;;t
none of the results support the claim that enwrmul ethanot;:;;ec i-
cally selects for the high activity F, ,f_F and. F/S lheF and aga;nstnﬂ mo::
activity S/S flies. On the contrary, in their cxpenmcnls,ls,;nd P
higher survival percentage under exposure to etlmn|o e v
indication that the advantage was dmdmt upon .d:mr low a(gr:mdeh e
high) Adh activities. This may be explm'md by nf}tmg that S
produced by Adh acting on ethanol is highly toxic to the organisms 1
therefore high activity of Adhisdisadvantageous rather Lhan advﬁtagt:c; m;
Although this appears strained, such an explanation was indeed adop =
explain the higher sensitivity of Japanese to alcohol as compa;ecci: -
Caucasoids (see Stamatoyannopoulos et al, 19'?5}_. ?(ct, Dal? an i
(1981) recently reported that the proporfio'n of surviving FF ﬂles;lr:haa t :heir
SS, was higher on 2% ethanol than on distilled waiier and clal.me 1 -
experimental results support the view that selection af:ts direct ge onbovc
locus, in agreement with Clarke (1975). In the light ?f 11975;1 e
experimental results by Australian workers, however, Clarke’s ( c

is much in doubt.

Frequency-dependent selection and other forms
al selection
ggﬂand Yarbrough (1967) appmf to be theﬁrst who f:';:hposeci

frequency-dependent selection with approximate s;clectwe neutrality u:;
equilibrium as a possible general muchnmsm mpons:bl? for a!ltgc amomd
of enzyme polymorphisms observed in natural populafmm. y rq:a::;‘ists
experimental results showing that very strong ranty admt;rge =
between FandSalIeiﬁathemase6.(Est-6)locus}n 050 e
melanogaster. The method used by them to estimate the relative ﬁtn?fscs h
the three genotypes was to take the ratio of the ow proport;on t::::l :
genotype at the adult stage to the pl.'oporuon cxpecteld rom tg =
frequencies in the previous generation. This mm obviously canno f:n
correct estimate of fitnesses if fertility differences also o?:c;: :un “s
genotypes. In this connection, it is known Fsee Pfou{, I965.l ::i ;;atnn

et al., 1977) that if post-observational selection exists, the t.:stlmat hl ue;
will give a false impression of frequency-dependent selecuop even t -:."fml
the true fitnesses are constant. Furthermore, the false selection 'x.nos: :)967}
takes the form of rare genotype advantage. Yarbrough and Kojima ;.:c ‘
also performed, to strengthen their case for frequency-dependent se uo;x(;
cage experiments involving F and S alleles at Est-6 locus over
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generations (replicated with two different media), starting from two
different initial frequencies. They obtained the result that frequencies
converged rapidly to the neighborhood of the frequencies of the base
population (30% F and 70% S) in three of four cages, although in the
remaining cage population that started from 10% F and 90% S no
consistent change occurred from the initial set of frequencies.

Since then, a large number of experimental studies have been done to
examine if frequency-dependent selection of the type postulated by Kojima
and Yarbrough exist at other polymorphic enzyme loci, Kojima and Tobari
(1969) investigated F and S alleles at Adh locus of D, melanogaster and

found evidence for frequency-dependent selection with rarity advantage as

in Est-6 locus. To clarify the mechanism which underlies frequency-
dependent selection,

Huanger al, (1971) investigated the Est-6 locus usinga
‘conditioned’ media method. This is a method of preconditioning the
medium by allowing larvae of a given genotype to develop before
introducing larvae of the same or other genotype whose survival was to be
measured. They found that such a conditioning reduces the relative survival
of larvae of the same genotype, suggesting that this was caused by either
depletion of nutrients needed by the same genotype or production of
substance harmful to its own genotype. However, no such effect due to
conditioning the medium was found in the later, more carefully designed
experiments by Dolan and Robertson (1975) in relation to their exam-
ination of frequency-dependent selection at Est-6 and Adh loci in
Drosophila. On the other hand, Morgan (1976) reported experimental
results clearly showing frequency-dependent selection operating at both of
these loci.

To settle the issue, Yoshimaru and Mukai (1979) carried out carefully
designed, large-scale experiments (with respect to Adh® and Adh® in D.
melanogaster). Their experiments consist of two parts. In the first, 563
second chromosomes were extracted from flies sampled in the Ogasawara
natural population, and later, 124 chromosome lines having the F allele and
120 lines having the S allele were established, both consisting of inversion-
free chromosomes, randomly selected for study. Using these lines, com-
petition experiments were performed between F/F and S/S genotypes at five
gene frequency levels (frequencies of F = 0.82,0.67,0.5,0,33 and 0.1 7). First-
instar larvae of these two homozygous types in various ratios were placed in
a vial, and the frequency of adult flies of each genotype was determined. The
reiative viabilities of these two types did not change with the change in the
frequencies of genes. The average viability of §/S relative to F/F was
1.0825 + 0.0144 in the 9-ml culture media and 1.0879 + 0.0127 in the 1.5-mi
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culture media. These results completely contradict those of Mor'gn': ('1976).
Alsoinlhcsecoudexperianwhichmadcuseoflhel"esuhso{mbm?y test
using the Cy method (with vnﬁatiouotgeuc(requemnfn?nauu mh;
the viability test of individuals made by randomly oomb!mns two seco
chromosomes), no evidence of frequency depcndcn’l selection was |;:»bt:mmn:l.m:wcl
This is in accord with the earlier work of :;Lnalﬂkl {19‘:;} :::, l:::::d E,;.;
mprehensive series of experiments respect -
:)lyﬁzrphism (involving § and F alleles)in D. pseudoobxum. He c'oukl nc;
detect differences in components of fitness among genotypes; no evidence
frequency-dependent selection was obtained for that matter. e
Of course, negative results do not prove thz?t the a.ﬂleles invo :a
completely neutral with respect to natural selection. It is mbh that vcr;
weak selection may still be acting. Usua'lly., the rcsolv}ng 'pci'w!:r :
experiments in detecting natural selection is limited, and ordinarily lt.ls tmI
possible to measure selection intensity less than 0.01. Howew:r.. Mulsal lt: :d.
(1980), utilizing the inversion-carrying chrt.)mosc:me I n(ZL)tl in an isolat
Drosophila population could show that the 1’nt'cnley of sel?chon per en:lyx
locus must be of the order of 10™* or less if it exists. This fmdm? and
argument that led to this conclusion were as follows. 'ln the‘ lshlgakusm:a
population, the frequency of the second chromosome vaFmon'ln(ZL.); ,:
about 60%. Three isozyme loci are nearly mmoWn in the inversi :
carrying chromosomes but are highly polymorphic in other (mo
chromosomes. The inversion carrying chromosomes wcre introd kn:,n“
the population about 1000 generations ago, as determmed by the o
rate of crossing over and the slight polymorphxm'i[‘h:.s:slongmo? -
lethal and mildly deleterious mutants to reach equilibrium fmquencn:. mu
not long enoughfor very weakly selected i_nntants. Actually, the .:sin:
bution of homozygous viabilities in the inverted chrot!m.sot:‘:thm
distinguishable from that of the standard ch{'omosome.'?. It is infe e
the In(2L)t chromosome was monomorphic .at .Lhc time it en .
population about 1000 generations ago. This is not long v..mou-ngh :
polymorphic equilibrium to be established. Il‘ such lon.n are n?a:mta;::: wz
heterotic selection there should be clear difference in viability e
homozygotes and heterozygotes for the standarfi chromoam:n: w ic 1
highly polymorphic with respect to enzyme loci, but .not wit “:, I:::u{
monomorphic inversion-carrying chromosome. En reality, no suc o
ence was found within the limit of about 1% Asam'mng scm::cti
polymorphic loci with 20%, heterozygosity each, the esu:emtec[i] ;;0 lson
coefficient against homozygotes per locus turned out to be —0. m. X
Incidentally, the population cage method has frequently been
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delmopstratc sclectifm at enzyme loci. Claims for the existence of balancin
;e ection (such as minority advantage and overdominance) have been mads
Y many authors based on this method (e.g. Ayala and Anderson, !5'?;E

s i . i
Ig:;c::-xs even 0.2~0.4. They pointed out that selection coefficients of
i ; on;: are .much too large for the effect of normal, polymorphic
cles at a single isozyme locus, and concluded that these cxperimzt ]
res:lts do not reflect the effects of the single loci in question 1
S to the supposed prevalence of frequency—depcndcn: selection, a

lie within a narrow range.
Clarke and Allendorf (1979) proposed a model which is based on the idea

th
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and that this fact casts serious doubts on the plausibility of this type of
mechanism as an important cause of widespread polymorphism.

I would like to add one more point. It is often stated that frequency-
dependent selection with minority advantage is not accompanied by
genetic load. However, this is not necessarily true. As shown in section 6.4,
only when a certain additional condition is satisfied (see equation 6.27 and
discussion on it) do the three genotypes at equilibrium become selectively
equivalent leading to no genetic load. Otherwise, genetic load is unavoid-
able, and indeed always occurs in a finite population.

Haploid organisms

Overdominance or heterozygote advantage has been one of the
most popular mechanisms assumed by ‘selectionists’ to explain widespread
protein polymorphism. Therefore, studies of genic variability in haploid
organisms are of special relevance to the neutralist-selectionist con-
troversy: in haploid organisms, heterozygotes do not exist and therefore
overdominance can not work to maintain genetic variability. Can we find
protein polymorphism in haploid organisms?

A pioneering investigation along this line was carried out by Milkman

(1973) using Escherichia coli. He studied electrophoretic variation at five
enzyme loci (ADH, AP, G-6-PDH, 6-PGDH and MDH) in 829 E. coli clones
from 156 samples from diverse natural sources, and found that the amount
of genetic variation is not very different from that in many diploid species.
Since E. coli is a haploid organism, heterozygotes do not exist, and the term
heterozygosity is not relevant in the ordinary sense. However, we can
compute ‘virtual heterozygosity’ at each locus as one minus the sum of
squares of allelic* frequencies. This is the proportion of heterozygotes
among imaginary zygotes that would be produced by randomly combining
two haploid individuals. The average value of virtual heterozygosity for five
loci as computed from Milkman’s (1973) Table 1 turns out to be A, = 0.242
or about 247, This value is slightly higher than the average heterozygosity
of a typical diploid organism but not very much. This observation was a
fatal blow to the notion that overdominance is the universal cause of genic
polymorphism. In fact, from this time on, enthusiasm toward over-
dominance has gradually subsided among selectionists, and this has been
replaced by the popularity of frequency-dependent selection.

While denying heterosis as the universal cause of genic polymorphism,
Milkman (1973) also claimed that his observation was inconsistent with the
neutral hypothesis. His arguments were based on the relationship between
the predicted and the observed values of 7, — 1, where #, is the mean
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effective number of alleles per locus (see equation 8.29). According to him
(seealso Milkman, 1976), E. coli has been at a population size well over 10'°
for at least 4 x 10'° generations or 4 x 107 years, as inferred from the fact
that itis found in most mammals all over the world. Since the mutation rate
v for the neutral alleles could hardly be less than 10~ %, the effective number
of alleles minus one (i, — 1), which is equal to 4N v if the neutral theory is
valid, must be about 400. On the other hand, the observed values of n,—lat
five loci are between 0 and 1. Actually, the observed values of n,, or the
reciprocal of sum of squares of allelic frequencies, are listed in Table | of
Milkman (1973), and the average over five loci turns out to be 1.38. This
means that the observed value of i, — | is only 0.38.

Recently, genetic diversity and structure of E. coli populations were re-
examined by Selander and Levin (1980), and they brought out a new picture
which is much less contradictory to the neutral theory. They investigated 20
enzymes from 109 clones of E. coli from various natural sources and
obtained the average virtual heterozygosity of 0.4718 which is approxi-
mately twice as high as the value estimated by Milkman (1973). A much
more important finding (and indeed, a remarkable one) is that the number
of distinctive genotypes appear to be rather limited. They found only 98
distinctive electromorph types among the 109 clones examined. In fact,
identical pairs of clones were isolated from hosts that were separated by
large geographic distances and were recovered at different times. A
remarkable example of this is that one clone from an infant in a
Massachusetts hospital nursery was electrophoretically indistinguishable
from the common E. coli K-12 stock (possibility of contamination here was
ruled out). Furthermore, several cases were found where a pair of clones

differ at only one or two loci among 20 loci examined. They pointed out that
these observations can most easily be explained by assuming that
recombination is extremely rare in natural populations of E. coli, contrary
to the earlier claim of Milkman (1973) who thought that recombination
takes place regularly within hosts. Actually, if alleles at different loci
recombine at random, the number of distinctive combinations becomes
astronomical, and according to the calculation of Selander and Levin
(1980), even the combination with the highest expectation would occur at
the frequency of only 5.35 x 10~ %: there would be very little possibility of
recovering clones with identical or similar electromorphs, contrary to
actual observations. Because of very rare occurrence of recombination, any
combination of genes at different loci would be broken up at exceedingly
low rates, and clonal and ‘periodic selection’ processes would play the
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dominant role in determining the amount of gepetic variability. He.re,
‘periodic selection’ refers to the phenomenon in wh.u:h' a mutant clone w::l;
a high fitness appears from time to time and 'dusdizl:':llowed by rap
i is clone to replace the pre-existing :
u:nt.:;::oc:nil;on. Mnru;::a and Kimura's (1980) st.udy.on Lhc :ﬂ'anve
population size assuming local extinction and rucolon@hon is p!:runent
(see section 3.3). They showed that if a species (population) consists :f :;
haploid lines (subpopulations) which reproduce asexually and eac u(:e
which is subject to random extinction and_ subs..equmt replacement,
average virtual heterozygosity at eqmllbnum is H,=2N_/(1 +2N.03}
where N, is given by equation (3.9). Using this model we can show thalthc
local extinction and recolonization occur frequently, not fmly is A
effective population size of the species much reduced but also dlvergc::::loa
subpopulations is largely prevcntedl. As an exax:'lple. let us sup;ou;e e
haploid species consists of 100000 lmf:s (n=10%), and thfn eac -e. -
from a single individual and although it may grc':w intoa hnemmpn‘mnlgow
immense number of individuals it becomes cxunct on'ﬂ:e' averageﬂm =
generations (4 = 107%) so that its harmonic mean size is ?I.ll)' =-I; 0.
Then, assuming the mutation rate per generation of v= lf} , we obtain
N.~5x 107 and A, ~0.5. This means that the average virtual heterozh)ir-
3c:sity is only 50% similar to that found in E. coli. ‘:":t at any F:om}:nlt; this
species may comprise an immense number.fay 10%°, of m.dmdua ; :;an
also be shown that the genetic variability is almost entirely due to line
dﬂi:r':;t clear, from Selander and Levin’s (]980.} ol:uen'atifm together
with Maruyama and Kimura’s (1980) mthcmaueal analysis, that t:c
genetic structure of E. coli population can most easily be' undcrstoﬁl y
regarding it as a collection of asexual linc&.Random samp{mg of suci : 1lt-xes
occurs frequently through periodic selecuo:?. Wl.? can.lhmk of eac lhmﬂt:
being derived from a single individual (bacterium) in whicha mum::on .
endows higher competitive ability happens to occur fow oy ;aplh
expansion of its progeny by asexual mcans to form countless m:m ua
Eventually such a line may become extinct to be replaced by a new
‘periodic’ line. We may regard intestines of ma]s as a‘sor‘t of chemostat
in which periodic selection goes on continuously. It is ltkele lhat ‘the
effective size of E. coli is not really very large. Therefore M:lkm?.n s cmhu:m
against the neutral theory is not warranted. In this respect, Nei (1976'! ! th:
remarkable insight when he suggested that the effective sme::;f E. coliin
long evolutionary history must be much smaller than 107", contrary to
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Milkman's claim that E. coli has been at a population size well over 10'° for
at least 4 x 10'° generations. “This is because an E. coli colony rapidly
grows under certain circumstances, while in other circumstances it easily
becomes extinct’ (Nei, 1976).

Recently, using the chemostat, Dykhuizen and Hartl (1980) performed
elegant experiments to test selective neutrality of 6PGD (6-phosphoglu-
conate dehydrogenase) allozymes which are due to alleles at the gnd locus of
E. coli. They investigated four naturally occurring alleles (ie. W*, F2, 54
58) and used transduction to transfer these alleles into the genetic
background of strain E. coli K-12. They took great care to produce isogenic
strains carrying these alleles. The limit of detectability of selection with their
procedure of investigating competition in the chemostat is a selection
coefficient of 0.5% per hour or about 1% per generation (the limit is set by
sampling error). In their experiments they controlled gluconate in the
medium based on the idea that gluconate is phosphorylated by the cell and
becomes the substrate of 6PGD so that limiting gluconate may amplify the
selective difference between allozymes,

It turned out that these alleles are selectively neutral within the limit of
resolution (i.e. 0.5% per hour) in the genetic background of the normal
E. coli K12. Also, no evidence of frequency-dependent selection was
obtained. These tests were performed in the genetic background of edd*,
where edd codes for phosphogluconate dehydratase and it is known that
this provides an alternative metabolic route for 6-phosphogluconate
through bypassing 6PGD.

It was thought that small differences in the functional efficiency of the
allozymes might be compensated metabolically by small changes in the rate
of flow of substrate through the alternative pathway. Thus, selection
experiments in the genetic background of edd~ (which cuts off the
alternative metabolic route) were performed, and they detected selection
between allozymes. Furthermore the selection was in the direction expected
from the measured apparent K, values of the allozymes (note that the
smaller the Michaelis constant K. the stronger the affinity of the enzyme to
the substrate). These results suggest, as noted by Dykhuizen and Hartl
(1980), that the allozymes of 6PGD are selectively neutral or nearly neutral
in natural populations, but that they have a latent potential for selection.
Such a potential may on occasion be realized under the appropriate
conditions of environment or genetic background, and under these

conditions allozymes can become the raw material for adaptive evolution.
These authors also refer to a statistical test made at their laboratory using
data supplied by Selander and Levin on 109 naturally occurring E. coli
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strains. There were 15 distinguishable alleles of gnd, and a test wa‘.'. made if
the observed distribution of allele frequencies confon'n to En'rens l‘ormul'a
for selective neutrality (see chapter 8 where Ewens gmplg:g thcor?b::
discussed). It turned out that the observed distribution is not :nt':ompnt;a]
with the hypothesis of selective neutrality. Hartl and Pykhum:u (1981)
studied selection for two more alleles at the gnd locus using the chemostat,
ir conclusion was unaltered. ' '
b“;‘:::;r the standpoint of the neutral theory, their ﬁndmg_ that Mm
neutral or nearly neutral alleles may have a 1a:.en‘t _potenml for seiecnon
which can be realized under the appropriate conditions ha.s a l‘ar«reacgmg
implication. I would like to call their finding the ‘D}fkhumerf—l{artl ri ecI
and I shall discuss this again in the next chapter. If this eﬂ'a::t is general, as
assume it must be, even extreme ‘selectionists’.must adfmt that flllozyn?c
alleles can be selectively neutral (or nearly so) without being meaningless in
evoAlucct::':ing to Wills (1981, p. 210), seleclio’n at the octanol thydrogr::usc
(Odh) locus in D. pseudoobscura, which is undetectable in a lnf) ‘thz
polymorphic outbreeding population, can be detect?d by appf wngmd
stress media’ (octanol and ethanol) and at the same mne by using in e
flies. Such a claim may no longer be regarded ;: contradictory to the neu
i the Dykhuizen—Hartl effect. ¥k
IM:: ga:edim exampge to show that the level of geaeuc vanabquy u:
haploid organism is not very different from that of fhpiond orgamsn,l;_d
would like to mention the recent work of YM; (1981) on haploi
liverwort Conocephalum conicum. He exammed. using starch .gcl elec-
trophoresis, 11 loci of this plant sampled from 7 dl.ffﬂ-cnl p.opulaum nem;
Fukuoka, in the southern part of Japan. Of the 11 logstudned,? tu ; ou
to be polymorphic. The average virtual bctemzygosit)" was 0.167. A sxm,llarb_d
result has earlier been obtained by Spieth (1975) using another ?mp i
organism, Neurospora intermedia. However, Yamazah [-19811 ?om.ts ;?;t
that this fungus often endures and survives in nature in a d:plmdi:iwli
heterokaryon state, so Conocephalum can be regarded as a more
haploid organism. Therefore, it more definitely rules ou.t over.dox.n'manci ::s
the general mechanism for the maintenance of genetic variability at the
molecular level.

93 Statistical tests of selective neutrality ]

The neutral theory of protein polymorphism is bgsed on the
mathematical theory of population genetics, an.d as explained in chapter 8,
models of neutral mutations have been extensively developed. We have a
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better undcrsmnding of the behavior of neutral alleles in a finite population
than any other class of selected alleles. Therefore, it appears that one can
readily test the neutral theory by examining the distribution pattern of alle.
lic frequencies in natural Populations. Using the terminology of statistics,
We treat the neutral theory as the null hypothesis and test it against
observations. In fact, a number of tests have been proposed and applied,
but, it has turned out that each test has its shortcomings. So far, no definite
evidence against the neutral theory has been obtained through such tests,
Rather, favorable cases for the theory have been added through Nei's test as
I'shall explain in this section. Before we
that the existence of deleterious alleles
theory. As 1 explained in chapter 8, it is possible that deleterious alleles
occur some ten times as frequently as the selectively neutral alleles at the
time of mutation, although these deleterious alleles are restricted to a lower
frequency range (e.g. less than 107) in the populations. This means that
simply testing strict neutrality against the existence of selection is not
appropriate 1o the resolution of the neutralist-selectionist controversy.
In this context, Li’s (1979) designations are helpful to clarify the issue. He
distinguishes two hypotheses, the pan-neutrality hypothesis (denoted by
H,) which postulates that all alleles in a population are selectively neutral,
and the neutral mutation hypothesis (H,) which postulates that the genetic
variation or the heterozygosity of a Population is mainly due to neutral or
almost neutral mutations. Needless to say, the neutral theory which |
advocate in this book is H, but not H,,.

Single-locus tests of Ewens and Watterson

[ have already explained the sampling theory of Ewens (1972) and
mentioned the proposal by him of testing selective neutrality with an
approximate statistical procedure (see equation 8.3]
discussion in chapter 8).
Watterson (1977, 1978a, b)
neutrality more exactly in t

k
F=¥ n¥/n? (9.1)
I=}
where n is the sample size (i.e. total number of genes), k is the number of
distinct alleles in the sample, and n,, n,,... »M are the numbers of
representatives of these alleles in the sample (n=n, +ny+... + ny). As in
Ewens (1972), he uses the number of alleles (k) to estimate the unknown
parameter § =4N.v, and test £ based on the estimate of 6. One of the
examples given by Watterson (1977) is a sample of n = 582 for the esterase-2

and subsequent
Pursuing the problem along a similar line,
developed a statistical theory to test selective
erms of sample homozygosity,
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locus from Drosophila wufistan;; It contains sevc:ln :I:’:l:;::tgw m:;ne:errys
=55, ny=11 ny=7, n,= Ny =g =n, = 1. Ty,
;::Ib:nd th;chconsidcrsbly larscrthan\fhaluexpecwdu;detseb?:l;
neutrality, and the exact probability of getting such a lnrge' occurs .
i bability P = 0.0069. Then he concludes that ‘neutrallfy wasno
i prg the selection appears to be in favor of homozygotes'. This means,
it that overdominance is not the case and the existence of slightly
::::e::;us alleles is suggested. A similar test for D. tropicalis 'mmed out to
be not significantly different from the hypothesis of ncutr:]l:ty e e
Although Watterson’s test (and also l%wens‘) is well worl e
mathematically, it contains some problems'wnth respect tO'ltS mlm
to real data. It belongs to a type of test wmhm'tswh“‘!ltedm}tﬂm[
{and also each individual population) separately. Li (l??gmdmwm;
such a single-locus approach generally has the following e
(i) large mean square error of the estimator for 8 ( =fN.v)..(u)
power, (iii) inability to use data from monomc?rphw loci. I L X
In addition, the existence of slightly deletmous alleles ! mmmuug
plete detectability of allelic differences in dccuop::::ms i s
difficulty to the tests of Ewens and Wam because . (i
on the assumptions that all alleles are.sebcuvely neutral (mhm o
hypothesis H,) and that every mutation luds lO.l nr:w Sspagp
discriminated from pre-existing alleles (i.e. the infinite nllchct i
(1979) showed by numerical examples that ?rhen the mnaﬂc :so?ugt .
of a population is mainly due to selectively neut.ral 1
population contains many deleterious alleles each havz.ng a o\:n Ifrequem:y!!es mms,
Ewens’ method of estimating # using the n-umber ofd:ﬁm:a- H{ al:hough .
out not to be appropriate to test gencrt:;zteq ::utrahty' I
i i ‘strict neutrali -
]m:gt ::::g::;pﬁtt;u:h‘i:l pﬁ:l‘:n: data ffom'all available lo?-i, and
estimating @ using the average heterozygosi.ty (H,) as done byaI:m (272
and Ohta (1976), can overcome such .diﬁ'tcu‘lnes and show ul:anyth ;:H giu
over Ewens—Watterson’s approaclh in g;ntgt e|:;:.: p:::g:lm mvmmm’; s
i i of deleterious alleles is itted, : _
rh‘:lf::t:l;:: i:tc for neutral alleles among loci is taken into account (Nei

et al., 1976a),

Nei's test . ! -

This test is based on the idea (Nei, 1975}‘that if we estimate :,111:
parameter @ = 4N, v from the average heterozygosity (F{,) by the form 4
6@=H_/(1—H,) (see equation 8.20) and use this to predict the variance o
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hcter‘ozygosit}: (o) by using Stewart's formula (equation 8.16), then this
prefhcled vaniance can be compared with the corresponding observed
vanance to test the neutral theory. The variance of heterozygosities among

1976b; Fuerst et al 1977) and has brought f i
. s orward fi

evidence for the neutral theory. it

: .Note that the observed variance computed by using data on heterozygo-
sities at a number of loci contains sampling variance at the time of the gene
[rcqucnq Survey, so caution is needed to subtract this sampling variance
(see Nei and Roychoudhury, 1974). On the other hand, Stewart’s formula
for the theoreu:al va_ri'ance (%) does not include the difference of mutation
rates among.locl, SO 1itisdesirable to take the variation of mutation rate into
account (Nei et al., 1976a) in computing the predicted variance.

4

of mutation rate = 10 .. .. + 959, significance intervals of the

variance. M, mammals: ., : . ibi
Pt gt reptiles; A, fishes; x, amphibians. From

0.05

Variance of heterozygosity
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Fuerst et al. (1977) applied Nei’s test to data from 129 animal species and
6 differentiated subspecies for which at least 20 loci were examined with a
sample of at least 30 genomes.

Fig. 9.4 shows the result of their analysis using data from a group of
vertebrates consisting of 95 species and one differentiated subspecies. In this
figure, the observed relationship between the average heterozygosity and
the interlocus variance is plotted by various dots (the square dots for
mammals, round dots for reptiles, triangular dots for fishes and cross dots
for amphibians) The corresponding relationship obtained by using
Stewart’s formula for the variance and Kimura-Crow formula (equation
8.13) for the average heterozygosity is shown by the solid line. It will be seen
that the agreement between observations and theoretical predictions is
satisfactory. The broken line (— —) in the same figure represents the
theoretical relationship expected under the stepwise mutation model (see
section 8.5), and the chain-like line (—-—) the theoretical relationship
under the infinite allele model in which the assumption of varying mutation
rate (with coefficient of variation a = 1) is incorporated (see equation 822
and subsequent explanations). Note that the observed points are mostly
included within the 95% significance intervals delineated by dotted lines.
These authors also analysed data from 34 species and § differentiated
subspecies of invertebrates using the same method. Again the agreement
between the observed values and theoretical predictions are good, but there
is some tendency for the observed values to deviate upward from theoretical
values predicted under the assumption of constant mutation rate. This is
because the average heterozygosity is higher in this case than in the case of
vertebrates and therefore the inflationary effect on the observed variance of
differences in mutation rate from locus to locus is manifested more
prominently. In fact, theoretical values derived from the model of varying
mutation rates did much better, showing an excellent fit to the actual data.

The variance of heterozygosity among different species for a homologous
locus can also be tested in a similar way. In this case, the mutation rate v
should be essentially the same for related species, but the effective
population size N, may vary with species. In addition, there is the
possibility that heterozygosities in related species are correlated if the
divergence time is short, and this reduces the variance among species.
Keeping such difficulties in mind, Fuerst et al. (1977) analysed data for a
total of 125 loci from various vertebrates, and for these animals very good
agreement with the theoretical prediction was obtained. For invertebrates,
information on 47 loci, all from Drosophila, was available for study. It
turned out that the agreement with the theoretical value was generally
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8ood, but for some groups of Drosophila species, there was significant
discrepancy, showing lower than expected variance, the real cause of which
is unknown.

In order to test the neutral theory, Nei and his associates also
investigated the pattern of genetic differentiation between populations
(Chakraborty et al, 1978). They investigated the relationship between
genetic identity (I) and the correlation (r) of heterozygosities of different
populations or species to see if the observed pattern agreed with expec-
tations from the neutral theory. As explained in the previous chapter (see
equation 8.116) the index [ serves to measure the genetic distance between
populations and under complete isolation it decreases at the rate 2v per
generation. Since the mutation rate may differ from locus to locus,
Chakraborty e al.(1978) used a formula for [ which takes the variation of v
among loci into account. The correlation coefficient r represents the
correlation of single-locus heterozygosity over loci between two popu-
lations, and it decreases at the rate (4v+ 1/N,) per generation under
complete isolation (Li and Nei, 1975), i.e.

r=exp[ - (dv+ /N )], (9.2)

where ¢ is the time in generations since divergence.

The observed relationship between I and r was examined separately for
four group of animals, mammals, teleost fishes, reptiles and Drosophila. In
computing the theoretical relationship based on the neutral theory,
M =006 and A =005 were assumed for the first three groups (vertebrate
groups), and M =0.28 and A, =0.17 for the Drosophila group, where M
stands for the mean value of 4N, v and A, the average heterozygosity per
locus. It turned out that agreement between observations and predictions
was good for data from mammals and teleosts. For data from reptiles, the
relationship between I and r was not clear, although a reasonable agreement
between observations and prediction was found for many cases. On the
other hand, for data from Drosophila, observed correlations were definitely
higher than predicted by the neutral theory. They could give no definite
explanation for such discrepancy. Chakraborty et al. also examined the
relationship between the mean and the variance of genetic distance, and in
this case, they found surprisingly good agreement between observed and
expected values in all of the four groups of organisms.

Lewontin—-Krakauer test
This test (Lewontin and K rakauer, 1973) is based on the idea that
although selection may act differently on different loci, the effect of
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inbreeding should be uniform over all loci. More specifically }hcy suggested
the following method for testing the neutrality of polymorphism. Suppose a
pair of alleles A, and A, are segregating at a locus. \fVe compute the
inbreeding coefficient F using the mean (p) and the variance (o}) of the
frequency of A, among populations within a species by the formula

F =a;/[3(1 - §)]- ©-3)

This corresponds to Wright's Fgr (Wright, 1943), and we apply this formula
to obtain F for each of loci under investigation. Then, we compute the mean

- F and the variance s} of such F values among different loci. Suppose that F

is estimated from n populations. Lewontin and Krakauer claim thfn under
selective neutrality a conservative value of s is 2F?/(n — 1), and this can be
used to test selective neutrality: if k= (n — 1)s3/F? signiﬁeu’:tly exceeds 2,
the neutral theory can be rejected. In other words, if sf/07 is much larger
than unity, where of = 2F?/(n — 1) is the theoretical varliance. F valules are
considered to be too heterogeneous to be explained wuhoul_ selection.
The idea of using uniformity of F values among different lc?ca to assess the
role of random drift appears to have originated from Cavall:-Sflr.trza (1966),
who calculated F values for various blood group polymc')rph:st.ns over a
wide range of human groups. Lewontin and Krakauer applied their mc}hod
to the data collected by Cavalli-Sforza obtaining s3/a} ) 10, and claimed
that they had shown highly significant heterogeneity in F ?raluu for
human polymorphic genes over the woric_L thus dwmg that a
significant fraction of human mpro;llym;:p;’hxm owe their current gene
ies to the action of na! selection.
fw‘?’hu:n?aﬁdity of the Lewontin-Krakauer test has been qm b_y
Robertson (1975)who showed that k =2 may be a serious undetesnmate if
there are correlations between populations (such as due to tmgr'imon or
recent branch off) as is likely in human populations. Rot?atson pointed out
that for a sample of 60 populations, as used by I.r.won‘un and Krakauer, a
correct value of o7 would be about six times the value given by theu.:, and as
the observed variance between loci was ten times their ::xpecmlon, thfs
would throw some doubt on their claim that heterogeneity of F values ::
highly significant (for more detailed account on the expected value of
under correlation between populations, readers may refef to Ewens, 1977).
The Lewontin-Krakauer test was also criticized by Nei and Mmy?ma
(1975) who performed a Monte Carlo simulation of structured populations
and found that observed values for k are usually much Iargar than t?v‘o. In
response to these criticisms, Lewontin and Krakauer (1975) listed ‘do’s’ and
‘don’ts’ for testing the heterogeneity of F values. Among the correct uses,
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they include the application of their method to temporal (rather thap
geographical) variation of gene frequencies within populations, as they did
to data of Krimbas and Tsakas (1971) on two polymorphic loci in the olive
fruit fly Dacus oleae. In this case, the difference of the temporal inbreeding
coeflicients for the two gene loci was not statistically significant. More
recently, Gaines and Whittam ( 1980) applied the Lewontin-Krakauer test
to temporal variation in gene frequency at five electrophoretic loci in each
of four fluctuating populations of the prairie vole (Microtus ochrogaster)
over a three-year period. The observed values of the variance ratio, s} /o
(assuming k =2) were all near to unity and therefore statistically non-
significant. These authors concluded that ‘nonselective forces’, especially

genetic drift, are the major determinant of gene [requency changes in the
vole population.

Other tests

Kimura and Ohta (19714, b) examined the relationship between
the average heterozygosity (A,) and the proportion of polymorphic loci
(Pyeiy) using the formula P, = | — g" =) where f = A,. This formula
was derived by using the infinite allele model, and we usually take g = 0.0]
or g =0.05 (see equation 8.9 and discussion on this formula in chapter 8).
They applied this formula to data from several organisms and found that
observed values agree reasonably well with theoretical expectations. Later,
the same test was performed by Fuerst er al. (1977) using much more
extensive data, and the results were obtained wholly consistent with the
neutral theory.

Johnson (1972) proposed to test the neutral theory by examining the
relationship between the actual number of different alleles n, and the ratio
of the effective to the actual numbers of alleles, i.e. n./n,, where n, is the
reciprocal of the sum of squares of the allelic frequencies. He reasoned that if
the neutral theory is correct, n./n, decreases as n, increases since the
equilibrium frequency distribution of isoalleles must be very distorted (with
larger number of less frequent alleles for larger n,). He investigated this
relationship for three sets of data from Drosophila, and presented ‘quite
clear-cut’ results showing that in all three cases n./n, increases as n,
increases, contrary to the prediction of the neutral theory. Yamazaki and
Maruyama (1973) re-examined the same problem using much more
extensive data together with the exact theoretical values based on the
infinite neutral allele model. Unlike Johnson, they found excellent agree-
ment between observation and the neutralist prediction, Yamazaki and
Maruyama also pointed out that Johnson excluded those alleles with a
frequency of less than 0.01 and this may have led him to a false conclusion.
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Yamazaki and Maruyama (1972, 1974) devised fbeir own approach to
test selective neutrality of protein polymorphism. It is based o:r
Maruyama’s (1972a) finding that the expected value of Fhe sulm :
heterozygotes made by a mutant from its appearance until fixation or osn:_
‘invariant’, that is, independent of population stmcmre. It also makes use t:c
the theory that under irreversible mutation (w:d'n th: infinite site model)
steady state distribution of neutral mutants is given by Mx]sz,nf_x
which is a special case of equation 8.97 for G(x) = | and v,,, = v, where vis
the mutation rate per locus and x is the frequency o‘f a mutant allele. Th:n,
multiplying 2x(1 — x) to ®(x), the relative frequencies of hctcrozygou?s o;
various mutant frequency classes are given by 8N (1 — x). Yamazakf an
Maruyama also considered cases with selection. They shf)wod that if thef
mutant is unconditionally advantageous, the correspondmg freqlfency 1::
heterozygosity is roughly constant, while if it is definitely qaletenous i :
distribution has minimum at x = 0.5 and increasois to & maximum at x=
or 1. If the mutant alleles are overdominant, it is 1.mt easy to ‘predl:ct :?1
unequivocal distribution, but they made a couscrvanve assumptlf)n t:nlat .
equilibrium frequencies are equally likely, that is, distributed umfg y(in
reality, alleles with equilibrium frequencies near 0.5 should survive mt?g
often). Then the distribution of helerozygoialty becomes ‘bell shaped wi
maximum at x=0.5. One difficulty of this apmh is that wh’e?l we
observe a heterozygote, say AA’, we do not know which of A and A’ is the
mutant allele. To avoid this difficulty, Yamazaki and Maruyama mggmedthe
reflecting the gene frequency scale around the ’mluz'of 0.5 so Lh:::tl _
ordinate values for x and | — x are added. With this device, the distribution
of heterozygosity for neutral mutations becomes ml over the gene
frequency range x = 0.0 ~ 0.5, namely, the distribution becomes uniform as
i of advan us mutations. e _
o TL:::&:::: plottedmtizosum of the observed heterozygosities (ord_mate)
against the gene frequency (abscissa). In other words, they conmdcm:r
relative contribution of alleles at each frequency class to the amount :
heterozygosity. In doing so, they eliminated one allele at random frol:'n eac
locus to correct the bias from the nonindependence of allele freq.uencws atl :
single locus. Using all available data (442 alltj:les of 145 protclfxs from :
different species in their 1972 paper), they obtained the rest'xlt whlch‘ fits w;e
to the expectation of uniform distribution of heterozygosity, that is, to t
case of either neutral or definitely advantageous mutants: Of these two, tl?ey
concluded that the hypothesis of selective neutrality is more appealing
because it is unlikely that most new mutations are more fit than the pre-
m;:::a::?:nd Maruyama’s method has been criticized by Ewens and
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Feldman (1974) who pointed out that if 4N, v is large, the formula used in
the above analysis is not exact. However, this point is minor since 4N vfor
neutral alleles can be assumed to be much smaller than unity. The same
analysis was repeated later with more data (1530 alleles of 600 polymorphic
loci) by Yamazaki and Maruyama (1975), but the observed distribution
pattern of heterozygosity turned out to be essentially the same, again
supporting selective neutrality.

Ayala and Gilpin (1973) criticized Yamazaki and Maruyama (1972)
saying that the theoretical distribution of the relative amount of heterozy-
gosity calculated by Yamazaki and Maruyama under the assumption of
overdominance is not valid, and that if all configurations of allelic
[requencies are equally likely, the patterns of heterozygosity observed agree
well with the overdominant model. Clearly, Ayala and Gilpin’s criticism
comes from their insufficient knowledge of the stochastic theory of
population genetics: the proba bility distribution of allelic frequencies must
be derived from the basic assumptions of overdominant mutations in a
finite population, and it is not allowed, as they did, to make such an
arbitrary assumption that all allelic configurations for a given number of
alleles, n, are equally likely, that is, to assume that all points in the
hyperplane defined by ¥, + Y, +...+ ¥, =1 (where Y, is the frequency
of the i-th allele) have equal probability.

Ayala and Gilpin (1974) also criticized the neutral theory as follows: if the
theory is correct the distribution of genetic distance D between taxa must be
approximately normal or bell shaped (with the probability of D=0
vanishingly small), whereas the observed distribution of the genetic
distance between taxa in the D. willistoni group is U-shaped in all cases and
this refutes the neutral theory (see also Ayala, 1974). In deriving the
theoretical prediction, they applied a numerical solution of the Fokker-
Plank diffusion equation involved and computed the probability distri-
bution of distance D at t=0.IN, 02N etc. between two isolated
populations each of size N, assuming that the two populations diverged
from a single population at t = 0: here D = [Z(X ;- X;,)?/2]*2 in which
Xy and X, are the frequencies of the i-th allele in the first and second

populations and summation is over all the alleles at a given locus.

However, as pointed out by Nei and Tateno (1975), Ayala and Gilpin's
(1974) computation is based on two unrealistic assumptions. First, they
assumed that the initial gene frequency at the time of population splitting
are the same for all loci. In reality, however, gene frequencies vary greatly
from locus to locus: some loci are monomorphic while others are
polymorphic in different extent. Secondly, they assumed no mutation, and
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this too is unrealistic. In Ayala and Gilpin's study, they started frcufn suc::'
state that the population contains, for example, three all:eles q_n:h with :{qm‘
frequencies (1/3, 1/3, 1/3) and cons:dem:l the process in which one o
alleles tends to fix in the population as time goes on. It uer.r.uto_me :
Ayala and Gilpin overlooked the poni_bility that monomorphic loci ren::
the same after splitting (i.e. D = 0) until new, :v.um:l mutants nmu.
spread to reach appreciable frequencies in either of the two populauo:;
For this to occur may take a long time. Furthermore, even at polymtz .
loci,thu‘eisusuaﬂyapredominamallehazcach_dthemandn!w:ll anck-
long time for different alleles to replace the.prcm?uslg_f pl‘&:loml.na:::h e :
Nei and Tateno (1975) incorporated, in their s:mtﬂauou s ‘ es, :
realistic distribution of gene frequencies among loci at the time (:j
population splitting and investigated how the D valu:le (asused by :yaladar?&’
Gilpin) changes after the splitting under m.uta'non- and ran vat;m e
assuming M = 4N _v=0.1. It turned out that dlstnbuu?ns of D ues e
obtained at 0.5N, and N, generations are L»s?taped with the mamnuu; »
the neighborhood of D = 0 and are strikingly different l'rt?m‘the c;;r:g:)s 1
ing theoretical distributions obtained by Ayale and Fhlpm, w :
butions are bell-shaped. Nei and Tateno also mves.ugated thc pf:ess 3
change of the genetic identity coefficient I (see equ'anon .B.l |.6 inc pt:'ic 4
under the neutral mutation hypothesis and 9bt1fned duu":bunon.'! w e
agree quite well with the observed dmr'ﬂ'nmons of ’ mte:_r;;;al
interspecific gene differences for enzyme loci in {Jrasophlla. _ ednmultsb -
indicate that the gene substitutions at enzyme loci can _be.:xpllu: y
neutral theory, contrary to the claim of Ayala and Gilpin (1974).

9.4 On some rival hypotheses _ _
As shown in the above two sections, the neutral theory of protein

orphism has been able to withstand ‘farious cxpenmemxl and
r:?i?lhaq;tsts so far performed. Together .with its success in explmmntg ;:
increasing number of observations regarding evolutionary ch?ngnfs ta o
molecular level, it is likely that the neutral theory will ?unnvedm u:t )
future, although some modifications _and reﬁncm:onts will n: oon L
made. In this section, I would like to discuss some rival hypotheses
maintenance of genetic variability at the molecular level.

Overdominance hypothesis : ;

1 ;ave already enumerated enough evidence showing that o.ver-
dominance can not be the major cause of protein polymt_np_hl_.'-m;
Especially, the finding that genic variability or virtual heterozygosity is jus
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as high in haploid organisms as in diploid organisms must be a fatal blow
against the claim that overdominance is the universal cause for the
maintenance of protein polymorphism. Here, 1 shall present an additional
piece of evidence against the overdominance hypothesis. Through numeri-
cal and analytical approaches, Lewontin er al. (1978) showed that
heterozygote superiority in fitness alone can not maintain many alleles at a
locus(they considered only deterministic changes). According to them, even
when all heterozygotes are more fit than all homozygotes, the proportion of
fitness arrays that will lead to stable, feasible equilibrium of more than six or
seven alleles is vanishingly small: as the number of alleles increases from
three, the conditions for stable equilibrium become rapidly very severe.
Even when such conditions hold, the distribution of allelic frequencies at
equilibrium becomes nearly uniform. On the other hand, the observed
distributions of alleles at a polymorphic locus where a large number of
alleles are segregating (such as Xdh locus in Drosophila: see Coyne, 1976
and Singh, Lewontin and Felton, 1976) are very asymmetrical.

Evidence against the overdominance hypothesis of protein polymor-
phism has accumulated so much now that only blind faith can maintain it.

Franklin—Lewontin theory involving large-scale

linkage disequilibrium

In their paper entitled 'Is the gene the unit of selection ?, Franklin
and Lewontin (1970) investigated a model in which a large number of
overdominant loci are tightly packed within a chromosome with multipli-
cative fitness effect among loci. They disclosed a remarkable property of the
model that, under a suitable condition, an extremely strong linkage
disequilibrium develops in such a way that a population consists mainly of
two complementary chromosome types. In one series of simulation
experiments, for example, they assumed 36 overdominant loci on a
chromosome with recombination fraction r = 0.0025 between adjacent loci
and with 107, fitness decrease in homozygous condition at individual loci.
The effective population size was assumed to be 400, Starting from the
condition that gene frequencies are equal (i.e. 0.5) at all the loci and
combinations of genes between loci are completely at random, they
observed, for instance, in one of replicate trials, that, in generation 300, the
population consisted mainly of two chromosome types, denoted by

011 010 110...101
and

100 101 001...010,

in roughly equal frequencies. These two chromosomes amounted to some

I
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83% while the remaining types were only 17% in all. Once such an
equilibrium is reached, the average fitness of the population (W) beoomes 04
which is much higher than w = 0.16 expected under random combination of
genes between loci. No such remarkable polarization effect occurred if the
recombination fraction between adjacent loci was r = 0.005 or more. Thus,
linkage must be tight for the effect to appear. However, no appreciable
increase of fitness occurred for r = 0.0 (complete linkage).

What makes this model attractive is that r = 0.0025 can be a reasonable
map distance between two adjacent segregating loci in Drosophik_z. They
also found a very interesting property of the model: by increasing the
number of segregating loci within a chromosome while holding thc total
map length and the inbreeding effect (i.e. the decrease of fitness in Fhe
homozygous state) constant, they found that the average correlation
between genes on the chromosome remained essentially unchanged (for
analytical treatments, see Slatkin, 1972). In other words, the property ‘uf the
system does not depend on the number of genes; what matters is the
chromosome as a whole but not individual loci. If a very large number of
segregating loci are involved, the marginal fitness effect of making one locus
homozygous is very small, and this gives a realistic feature to the model. On
the other hand, in this model, allelic combinations are polarized into only
two groups in an extreme situation so that it becomes somewhat analogous
to the balanced lethal system. If such a polarization really occurs in natural
populations, the argument of ‘heavy segregational load' against the
assumption of a large number of overdominant loci breaks down; the load
under random mating does not necessarily become much larger than 0.5.

Franklin and Lewontin (1970) also investigated various cases such as
asymmetrical fitness between two homozygotes at each loci, unequally
spaced loci on a chromosome and truncation selection. They confirmed
that their new finding is robust to such a change. This led them to the
conclusion that the theory of population genetics which treats the
chromosome as a whole is more suitable and realistic than the traditional
theory which is framed in terms of gene frequencies at individual loci. Such
a claim was again repeated by Lewontin (1974) in his book The Genetic
Basis of Evolutionary Change, who closed it by pointing out an analogy
between the theory treating the chromosome as a whole and the well-
known law in thermodynamics PV= nRT, which describes in simple terms
the relationship among pressure, temperature and volume, in spite of the
fact that an immense number of molecules are involved each undergoing
chaotic motion. It looked as if he considered that a new era in population
genetics would be opened by this type of approach.
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Although interesting, whether such marked linkage disequilibrium really
exists in nature is another matter. In fact, as more and more actual
observations accumulate, it has become increasingly clear that there is
virtually no linkage disequilibrium among enzyme loci in Drosophila,
unless gene loci are associated with inversions (a structural change with a
chromosome segment inverted),

That linkage disequilibrium between isozyme loci seldom exists in
natural populations of Drosophila has been shown by extensive studies of
Mukai and his associates (Mukai et al., 1971, 1974: Mukai and Voelker,
1977), and also by Langley et al. (1978) and Loukas er al. (1979, 1981). Even
between such closely linked loci as 0dh (octanol dehydrogenase) and Est-C
(esterase-C) with recombination fraction 0.0058 between them, no linkage
disequilibrium was observed by Mukai and Voelker (1977). Thus, even
though the possibility can not be excluded that the Franklin-Lewontin
theory may be valid in some cases to explain linkage disequilibrium
between genes within a very short chromosome segment, as a general
theory for the maintenance of protein polymorphism, it has been a failure.
This is a good example where a beautiful dream in science has been
destroyed by brutal facts.

Incidentally, significant linkage disequilibria have been found in some
cases between isozyme genes and polymorphic inversions. However, these
are most appropriately explained by founder effect, that is, historical
accident and random drift. Nei and Li (1980) investigated mathematically
the problem of non-random association between isozyme alleles and
inversion chromosomes in finite populations. Using the diffusion equation
method, they estimated the probable magnitude of non-random asso-
ciation, that is, the difference in the frequencies of a given allele between
inversion and non-inversion chromosomes. According to their analysis,
significant non-random association will develop if 4N,r is small (say, less
than 1), where N, is the effective number of the inversion chromosome and r
is the rate by which the allele in the inversion chromosome is exchanged
with the allele in the non-inversion chromosome. They revealed that the
standard error of non-random association often becomes larger than the
mean.

Previously, Prakash and Lewontin (1968) noted that, at the Pt — 10 and
Amylase loci, there is a strong association of different but characteristic
alleles with different inversion types (such as ‘Standard’ and ‘Santa Cruz') in
the third chromosome of Drosophila pseudoobscura, irrespective of the
geographical origin of the strains. Furthermore, in the sibling species, D.
persimilis whose third chromosome gene arrangements belong to (or are
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directly derived from) Standard type, they found that the allelic c.onsz.itul.ion
is very similar to Standard type of D. pseud_oobscum. Considering the
possibility that the separation of different inversion types dates back at least
several million generations, they conclude that the gene contents of the
inversions are ‘coadapted’, in agreement with Dobzhansky'(l%l}..so that
any introduction of foreign alleles is rejected. However, Nei an!:l Li (1980),
through a more meticulous re-examination of the prf)blcm, point out that
Prakash and Lewontin’s (1968) observation can easily be accommodated
by the neutral theory.

Ecological theories assuming adaptive strategies [

If protein and other molecular polymorphisms are adapuvc, as
claimed by the selectionists, one should expect to find correlation between
genetic variability and some environmental factors. In fact, n-numbu' of
selectionists adhere to the view that genic diversity is an adaptive strategy
for the species to exploit temporally and spatially heterogeneous

ironments. .
mgi popular hypothesis, which was proposed by Lmnns (1968) prednc}s
that genetic variability should be higher in unstable mwts than in
stable ones. It is a plausible hypothesis and similar pred)cuom have also
been made by other authors (see Soule, 1976 and Valentine, 19':1'6, for
review). Since the deep sea is the most stable and homogefaeous'hfzbltnt on
earth, it was predicted that genetic variability of organisms lmng there
must be very low. It turned out, however, that many organisms living at the
bottom of the deep sea have very high genetic vmbihty (Gooch and
Schopf, 1972; Ayala et al., 1975). Thus, this specific preflmn?n was clearly
falsified, with observations having come in an opposite direction. );\lso,
Somero and Soulé (1974) tested this hypothesis (which they call ‘niche-
variation hypothesis’) by examining if there is a tendency for. fishes from
thermally variable habitats to display higher levels of protein polymor-
phism than those from habitats with stable thermal regimes, but no such
tendency was found. .

Failure of Levins’ hypothesis led some to adopt the ‘u:ophlc resource
stability’ hypothesis (see Valentine, 1976). According to this hypotl.mfs. if
the food supply is abundant and stable, the best strategy for the species is to
have allelic variants which are specialized to different foods, so that h13.h
genetic variability is predicted. On the other hand, if the food supplly is
unpredictable, genetic uniformity is predicted because the best stratcgy isto
have a generalist genotype. On another occasion, a hypothe:s'as was
entertained (Ayala and Valentine, 1979) that, in species that inhabit



286 Maintenance of genetic variability

lcfnporally variable environments or where individual organisms ran
widely through a variety of environments, functionally flexible alleles afc
favored, and that in the more extreme cases, the species tend to b:
moncn.norphic for the most flexible alleles. These ecological theories
assuming various adaptive strategies are so flexible, it seems to me, that
almost any observation on genetic variability can be explained by usin
some of them (or by inventing still more). §
Returning to Levins’ hypothesis, both Powell (1971) and McDonald and
Aya.:ln (1974) reported results from Drosophila population cage experiments
w!ulch s:howed that the average heterozygosity was higher in populations
maintained in heterogeneous environments than in populations in more
constant environments. Since then, their experiments have been cited as
ewdcn.'::e for the view that protein polymorphism is maintained b
bala.nf:mg selection. However, Nei (1980), who made a close examinatioz
of l.helr data, points out that, in their experiments, the average heterozy-
gosity dccl'incd faster in both environments than the rate expected und:r
pure genetic drift. In McDonald and Ayala’s work, the original sample was
obtained from a natural population of Drosophila pseudoobscura which had
thc.averagtf heterozygosity of 0.212 (for 20 polymorphic loci), and the size of
theu: experimental population was never smaller than 500. Therefore, the
maximum reduction in average heterozygosity due to random sampling
drift for the period of 12 ~ 15 generations of their experiment must be such
lhfu 0.212 changes to 0.212 x (] — 1/1000)** or 0.209. As compared with
this theorctk_:al prediction, the average heterozygosity observed in hetero-
geneous environments at the end of the experiment was 0.195, while the
average heterozygosity in homogeneous environments was 0.146. Clearly
the hqerog:mmn environments did not retard but actually accelerated lhe
redt!cuon of heterozygosity as pointed out by Nei. In a similar experiment
carried out by Powell (1971) using Drosophila willistoni, the reduction of
average heterozygosity in heterogeneous environments was more pro-
nou.ncad. Note, however, that in both experiments, reduction of heterozy-
gosity was lm:gcr in the homogeneous environment. The reason for this is
unknown, M}nnwa and Birley (1978) investigated the same problem using
cage populations of Drosophila melanogaster. In contrast to the results of
Powell (1971) and McDonald and Ayala (1974), no significant difference in
the aver?ge heterozygosities was detected between flies kept in the constant
and variable .environments. Thus, environmental heterogeneity had no
e!}‘ect on maintaining heterozygosity. On the other hand, significant
differences of electromorph frequencies between different environments (as
compared with that between replicate populations) were found. Although
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these results were interpreted by the authors as inconsistent with the neutral
theory, in my opinion, these are also inconsistent with the adaptive strategy
hypothesis. Significant shifts of electromorph frequencies were probably
caused by selection acting on unrecognized loci in linkage disequilibrium.
Clearly, more careful and detailed experiments on the problem are required
to settle the issue. For additional problems on the relationship between
genetic polymorphism and environmental heterogeneity, readers may refer
to such review articles as Hedrick et al. (1976), Nevo (1978), Soulé (1976)
and Valentine (1976).

9.5 Effects of molecular structure and functional constraint
on genetic variability
From the standpoint of the neutral theory, protein and other
molecular polymorphisms represent a transient phase of molecular evolu-
tion. If so, we should expect that these polymorphisms are strongly
influenced by the structure and the functional constraint of the molecules
involved, as we found in molecular evolution (see chapter 7). In this context,
an observation made by Zouros (1976) is of special importance. He
compared the amounts of electrophoretic variability of loci coding for
multimeric enzymes (consisting of more than one polypeptide subunit) and
those of loci coding for monomeric enzymes in four animal and two plant
species. In all cases, he found that heterozygosities are lower for multimers
than for monomers. He also found that within a given species or population,
multimeric enzymes are less polymorphic than monomeric enzymes of
similar function. That monomeric proteins show, on the average, signi-
ficantly higher levels of heterozygosity (and also polymorphism) than
multimeric proteins has been confirmed by other workers (Ward, 1977;
Harris et al, 1977; see also Koehn and Eanes, 1978). As pointed out by
Zouros (1976), this observation necessitates rejection of the hypothesis
(Fincham, 1966) that heteromultimers formed by association of subunits
coded by two different alleles provide a molecular basis of overdominance.
On the other hand, this observation is consistent with the neutral theory,
because, structural constraint for proper function must be greater for
multimers (due to intersubunit interactions) than for monomers, and
therefore, other things being equal, the fraction of mutations that are
peutral (i.e. not harmful) is smaller for multimeric enzyme loci than
monomeric ones.
Another topic of interest is the relationship between the subunit
molecular weight of protein and the level of intraspecific variability. Koehn
and Eanes (1977, 1978) made an extensive analysis of data on enzyme
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polymorphism in Drosophila and found that, for 11 dimeric enzymes, both
number of alleles show significant correlation with

ccording to the
neutral theory, or more precisely, if we assume the infinite neutral alle]e

model, the average heterozygosity is A, =4N_.vo/(1 + 4N, v5). In this
formula, v, is the mutation rate for neutral alleles and this is expected to be
proportional to the gene size. Therefore v, should be proportional to the
molecular weight of the protein coded by the gene. This means that the
average heterozygosity should be highly correlated with the molecular
weight. Thus, the observed higher correlation, ie. r=0.753 is consistent

with the neutral theory. Also, according to the neutral theory, the observed

computed by using the average heteroz

YRosity over a number of species.
This also explains the lower correlation coefficient, i.e. r = 0.463, obtained
by Koehn and Eanes.

Nei et al. ( 1978) made a more detailed and careful analysis of the
relationship between subunit molecular weight and genetic variability of
proteins using data from six groups of organisms: primates, rodents,
reptiles, salamanders, fishes and Drosophila. Proteins used for their analysis
were mostly dimers and monomers, but included some trimers and
tetramers. These authors found that the correlation coefficient between
molecular weight and the heterozygosity was positive in all groups, and
that the magnitude of correlation was roughly in agreement with what was
eory when the incomplete correlation between

mutation rate was taken into account,

+ they found that the correlation was higher when the average
when this was low. This is also consistent with

the expectation of the neutral theory. Harris er al. (1977) made a similar
study using data on 87 enzyme loci in human populations. They compared
the average subunit size of the enzymes between polymorphic and
nonpolymorphic loci, but found no significant difference between them,

molecular weight and the

? 2
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(Also no significant differences were found when loci coding for monor:ic;i
and multimeric enzymes were considered separately,) The real reas]: e
such lack of correlation between subunit molecular wmsht.an'd :he ' \r:n ¢
polymorphism is not known. Since the average hcterozygomty is low .;nt £
(about 8%,), and since heterozygosity at n. pamcnlar lo?us varies 1?: i
from species to species by random dn&.‘it is possible th:l:et wrichg
correlation in man is accidental (but see NC‘I er al., 1978).On ? iy
Harris et al. (1977) found that multimeric enzymes ?bow a sign ;i y
lower incidence of polymorphism than d-o MONomeric enzymes in g;::—
ment with Zouros® earlier finding mentioned above. Furthcrmorc. hﬂy
disclosed a remarkable fact that mctdence of .polymorphsm b:;su Wh, : bndi
low among multimeric enzymes in which fnleﬂocus mol ular hy or
occur. According to Harris er al. (see their Table f), the mc:demed A
polymorphism is 567 for 27 loci coding for mouommc. mzym. : mz;nhybnd,
for 38 loci coding for multimeric cozymes not !‘m m:u' b
molecules, but it is only 9% for 22 loci codmg l‘or_mulu:_ncm enzf:m A
form interlocus hybrid molecules. Thfs l'mdm.g pm'twulu'lt"):I g vo:;am
the neutral theory, because formation of m't.erhcu;:;‘ mmthat e
i structural constraint on the prote_m mol :
::l::tity of mutational change beh-lg selectively neutral is reduee:lon g
The neutralists’ proposition that an increase of functional oon;t:*::npﬁca_
protein decreases its intraspecific varial_:nhty appean.to have ;‘m ﬁzm =
bility. In fact, it can be used to reinterpret various (:he e
hypotheses which were originally put forward to support
caué:]iespie and Kojima (1968) compared variabi.lifm of two g:::gs ﬂ:
enzymes, one known to be active in mergy metabolism ((}'rnmlpﬁ}mld 5
other which have broad substrate SchlﬁCl.tle.S (Group ). Thi:);l
Group I enzymes exhibit much less variation than G;roup l:nz;nnm,is e
namely, the mean heterozygosity per Ilocus of Group cnzymesGimﬁﬂm=
9 ~24% of that of Group II enzymes in Dr'osophﬂa ananassae .dam e
and Langley (1974) made a similar study.usmg more ‘extc;:'nu\::d g
human, mouse and Drosophila po;?uht:o:;s.mT;l:‘e:s 1::; i
modification in classifying cnzyfnes |jn:o w : ‘ : mi,m:iding G
characterized by a singular phys:ollog:cnll.subatrate (arg: y 1 e
the Group I enzymes of Gillespie-Kojima) and (ii) those . S
iologi st the same as Group II). With this r
ngs{:_l::lf:_l esa:zb;:: l:slas(:u.ljnoa clear and consistent difference bctwefr:u
?}r:::;: I and Group Il enzymes with respect to the average hcterozyg:s:lz
was shown to exist not only for Drosophila but also for the human an
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mouse. The ratio of the average heterozygosity of Group I to that of Group
I is 0.38 for man, 0.65 for the mouse and 0.17 for Drosophila. It was also
noted that the average heterozygosity of the Group I enzymes is roughly
constant and is approximately 0.05 in these animals. Gillespie and Langley
(1974) presented these observations to support their claim that enzyme
polymorphism is primarily due to selection acting on environmental
variation in gene function. Their observations, however, can also be
explained easily by the neutral theory, namely, functional constraint is
stronger for substrate-specific enzymes (Group I) than substrate-
nonspecific enzymes (Group 1), and therefore the probability of a mutation
change (amino acid replacement) being not harmful (i.e. selectively neutral)
is smaller for the Group I than for Group II enzymes.

Yamazaki (1977) went further and showed, using data from various
Drosophila species, that not only do the substrate-specific enzymes have
lower heterozygosity (with an average heterozygosity 4, = 0.075) than the
nonspecific enzymes (H, =0.200), but also that these two enzyme groups
differ in the mean-variance relationship of heterozygosity. He computed the
expected variance of heterozygosity for each enzyme locus using Stewart’s
formula (see equation 8.16 in the previous chapter), where parameter 8 or
4N v was estimated from the average heterozygosity over species. He also
computed the observed variance for each enzyme over different species, and
compared the observed variances with the expected variances at 22 enzyme
loci, of which 13 code for substrate-specific enzymes and 9 substrate-
nonspecific enzymes. In the 13 substrate-specific enzymes, the observed
variances were always smaller than expected, and the difference was
statistically significant in 9 enzymes. On the other hand no such tendency
was noticeable in the 9 substrate-nonspecific enzymes; the observed
variance was smaller in 5 cases and larger in 4 cases. Furthermore, onlyin 2
cases were the differences statistically significant.

A similar analysis was carried out by Gojobori (1979, 1982) using data on
20 different proteins (mostly enzymes) from 14 Drosophila species, 14 Anolis
species and 31 other species, Fig. 9.5 illustrates the results of his analysis
with observed values shown by solid squares. Various bars attached to
these squares represent functional constraints: a downward bar indicates
that the enzyme is substrate specific, a left-hand bar denotes that the
enzyme is involved in a single pathway and a right-hand bar indicates that
the enzyme is involved in main pathways (for details, see Gojobori, 1982), In
the same figure, the curve represents the theoretical relationship between
the average heterozygosity and the variance of heterozygosity based on the
infinite neutral allele model (see equations 8.15 and 8.16 in the previous
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chapter). It is evident from the figure that enzymes with various functional
constraints (ie. squares with one or more bars) tend to have low

heterozygosity. Furthermore, these enzymes have vanances of heter‘;odzyd-
gosity markedly lower than expected on the neutral infinite allele model.

i i the
. Relationship between the average h:t:r_mygoaty and

m Ef hemmy':osily for 20 different proteins (mostly enzy:l?}
plotted as solid squares (observed values). The curve represents Lol
theoretical relationship based on the neutral, infinite allel:lmodd.
attached to individual squares mummm a
constraints: a downward bar indicates that it is a sub: te-spm“d_ <
enzyme, a left-hand bar denotes that it is an enzyme involved in
single metabolic pathway and a right-hand l:nr denpus that !tth is ?ngh[
enzyme involved in main pathways. From Gojobori (1979) with sl
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From the standpoint of the neutral theory these observations may most
naturally be explained by assuming that for such enzymes,
neutral but very slightly deleterious mutations are largely res
polymorphic variations. To investigate this, [ have performed
simulation experiments using the model of effectively neutral
explained in the previous chapter (see section 8.7), this model
the selective disadvantage, denoted by s’, of mutant alleles fol
distribution. The simulation was des;
cquation 8.98), and I assumed a
individuals (N = N,
the mutation rate (v)

effectively
ponsible for
Monte Carlo
mutations. As
| assumes that
lows a gamma

gned to study the case with f = 0.5 (see
population consisting of 500 breeding
= 500). Both the average selection coefficient (§') and

were varied from experiment to experiment: values of

Fig. 9.6. Relationship between the
variance of heterozygosity, as studied by Monte Carlo simulation
experiments. Solid circles represent experimental results obtained by
assuming the model of effectively neutral mutations with f=0.5 (see
equation 898). Each point (solid circle) is an outcome of 1000
observations made at intervals of 20 generations. In the simulation
experiments, a population consisting of 500 breeding individuals

(N, =N =500) was assumed together with the following parameters: the

average heterozygosity and the

figure represent experimental results obtai

neutral mutations (5 = 0), and they agreed quite well with the
theoretical prediction (represented by the curve in the figure) based on
the infinite neutral allele model. For the completely neutral case,
simulation experiments were carried out by assuming a population
consisting of 100 breeding individuals, in which mutation rate was
varied from experiment to experiment to obtain different values of the
average heterozygosity. These serve as controls of the simulation
experiments to test the mode] of effectively neutral mutations,

o-- Neutral .- Effectively neutral
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§' from the range 0.1 ~ 0.5 but mostly I assumed §* = 0.2. The
:.s:.tc;:;]:::::ﬁon rates ran:: from 0.00025 t0 0.01. Note that the mean and
the variance of heterozygosity are not determined independently by values
of N,, §' and v, but by the products, N 5" and N,u, so that t_he present
simulation allows us to make inferences regarding large l?opu'!mom(as we
usually find in nature) even if we assume a small population size (N, = 500)
i riments. s
mT‘::e:el:Im of the simulation experiments are plotted as solid circles
(dots) in Fig. 9.6. For example, the solid c'lot at the bot:om left corner
represents the outcome of an experiment with N, =S€l): 5 =0.2. and v=
0.0004 so that 4N_§ =400 and 4N v =0.8. Note that:h:s is equivalent to
the case in which N, =105, =10"*and v=2x 107", lf'rom the figure, it
will be seen that if polymorphism is caused by very slightly de'lezcnousr
mutations that follow the I' distribution, the observed variance '0;
heterozygosity must be significantly lower thap expected l'rc.;n;dsul;n:l
neutrality (as shown by open circles and the solid curve), provided t
4N ,§ is reasonably large, say 400. If 4N _§ becomes larger, l‘he downwm:d
departure of the observed points from the theoretical curve \.ﬂll becomt:r s:;ll
more pronounced. Although much remains to be clarified, it looks as| the
model of effectively neutral mutations with N_§" = 10 ~ 100 can explain the
observed pattern of heterozygosity of some of the enzymes s@ as Hk
(hexokinase) and Fum (fumarase) which shot;v low heterozygosity and
! ject to strong functional constraints.
Wlllllch hrb:lnb}:momted cmlg by several authors that soluble enzymes can
tolerate mutational changes much more readily than mm proteins
and membrane-bound enzymes. Langridge (1974) :l{vemgaled the.' effect of
amino acid replacements on enzyme function in f-galactosidase of
Escherichia coli. By isolating mutants possessing 509 or less o{ norm_al
enzyme activity, he estimated that only 11 out of 733 amino acid
substitutions reduced activity of this enzyme beicfw 50%. l"unhul'morc, B-
galactosidase appears to be protected by a potentfal capacity for increased
synthesis to counteract partial inactivation. Langridge concluded that mo:;
mutations in genes coding for soluble enzymes are u_early neutral to natur
selection under customary conditions, although this does not mean tha't a
particular amino acid substitution would be indifferent to m‘aturai selection
under all conceivable conditions; many of the substitutions would. be
expressed under different conditions of substrate type or concentration,
re, pH, etc. .
leu;sw::;:mid with such soluble enzymu_, structural protems‘ anx;d
membrane-bound enzymes are generally subject to stronger functio
constraint; structural proteins are closely interlocked with each other, and
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membrane-bound enzymes are heavily dependent on accurate steric
relations with other molecules in the membrane. Therefore these two
classes of proteins are highly invariant and tolerate only a small amount of
polymorphism (Jones, 1980). Klose and Feller (1981) investigated the
genetic variability of membrane proteins (structure-bound proteins) and
cytosol proteins (water-soluble proteins) by comparing two inbred strains
of the mouse using a two-dimensional electrophoresis method. They found
a large amount of genetic variation in proteins (mostly in the amount of
proteins) in cytosol, but no genetic variation was detected among
membrane proteins.

Previously, Brown and Langley (1979) investigated, using a two-
dimensional electrophoretic technique, the level of genetic variability of the
most abundant proteins in Drosophila melanogaster adults from a natural
population. They obtained the result that the average heterozygosity per
locus over approximately 54 loci screened was 47/, This was much lower
than the corresponding value, ie. the average heterozygosity of 14%,
obtained for enzyme loci in D. melanogaster using the standard method of
starch gel electrophoresis. A similar study of the heterozygosity of
abundant proteins, using two-dimensional electrophoresis, was made by
Racine and Langley (1980) for a wild population of the house mouse. The
average heterozygosity estimated over approximately 72 structural loci
turned out to be 2%, which was much lower than the corresponding value
(17.2%) estimated by using starch gel electrophoresis.

The finding that abundant proteins in the tissue show much lower
heterozygosity than soluble enzymes can also be explained in part by
noting that proteins which exist in major quantities in the cell will have a
much larger effect on fitness when their structure is altered by mutation
than those existing in minor quantities (see equation 7.11). Note also that

these abundant proteins are structural proteins including actin, tublin etc.
(McConkey et al., 1979) which are known to be highly conservative in
evolution.

In chapter 7, we have discussed extensively how negative selection due to
structural and functional constraints of the molecule restricts the occur-
rence of selectively neutral mutations, thereby slowing down the rate of
molecular evolution. If the neutral theoryis valid, we should expect that the
same set of constraints would reduce intraspecific genetic variability,
Various observations discussed in this section appear to be wholly
consistent with this expectation. At the moment, our knowledge on the
detailed nature of molecular constraints is quite limited. In this respect,
Novotny's (1973) account, in detailed physico-chemical terms, of how such
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ints arise through interactions among side chains of amino aci.d
::sr;fiz:nasnd how var?ahbility of the protein is influenced by t'hem- is
instructive, although ‘membranin’, a molecule used in his explanation, is a
fictitious proteins of his invention. It is hoped tlul'we shall soon be abkf to
give such explanations with respect to actual proteins such as hemoglobins,
cytochrome ¢ etc. (For some recent progress aJon'g this line, readers are
invited to consult Lesk and Chothia, 1980, and Richardson, 1981.)

1 conclude that, if the neutral theory is valid, it will be .l'ound t.hat
molecules or parts of one molecule which are more important in function,
and which therefore evolve more slowly, will show a lo.wer level of
heterozygosity. On the other hand, a great de?l‘ol' polymorphism (not on%y
with respect to base substitutions but also additions and lo‘sses of bases) erl
be found in noncoding regions (particularly in spacer t!:gtons}. and also in
introns even for genes coding for highly conserved pmtuns. Thus, lhc factor
which governs the level of hetetozygosity’is not balancing selection, but

i lation size and negative selection.
muli:t[;:;sn,oop:::ction. itis appropriate to mention the ufork of .I.atter (1 ?8 la,
b). He examined published data on 25 enzyme loci for nine species of
Drosophila (five temperate and four tropical specm): and analysed thf dat;
separately for group I and group II enzymes (following the classification _
Kojima et al,, 1970). The contribution to heterm.yso;uty C, by alleles in
various frequency classes (see Latter, 1981b, for d_euuls] wns'tma:?d asa
function of allelic frequency §;, and this mnctx?nal relationship was
investigated using observations and mmpafed wn.h the corresponding
theoretical predictions. Based on computer sum}llau?n. he found that the
model assuming a combination of loci producing either neutral or very
slightly deleterious mutations can adequately account for all aspects of the
data. According to him, the consistent diﬂ'erm'ce between group I_ and
group II enzymes can be explained by difference in the average intensity of
selection. Also, a highly significant difference be-twfm:n the temperate and
tropical species in the distribution of heterozygositylm likely to be d.ue tothe
smaller effective population sizes of temperate species. He emphasized that
the selective disadvantage of mutants in the mt{del of besl fit to the
Drosophiladata is of an extremely low order of magmtulde. the hlghc.st val'ue
being kNs=3, where kN is the total species tfreed!ng pOpulﬂ.thl:l size
(namely, k subpopulations each with the effective size N) and s is the
selection coefficient against the mutants. He concluded that the neutral
model proposed by Kimura (1968a) and modified by Ohta .11974., 1976) to
include the accumulation of slightly disad vantageous mutan'nns, is ca;_mble
of explaining all features of the data, and that, from an evolutionary point of



296 Maintenance of genetic variability

view, much of the electrophoretic variation observed in natural populations
may justifiably be considered to be effectively neutral.

9.6 Frequency distribution of rare variant alleles

Rare variant alleles, whose frequencies in the population are too
low to be regarded as a member of polymorphic systems, can nevertheless
supply valuable information on the mechanism by which polymorphism at
the molecular level is maintained. This is because, as explained in chapter 8
(see particularly section 8.4), even a mutant allele having a definite selective
advantage or disadvantage (assuming |s| to be small but 4N_|s| may be
large) behaves as if selectively neutral when its frequency is very low, and
therefore we can estimate the mutation rate by using data on the
distribution of rare alleles (see equation 8.24 and the explanation that
follows). In fact, I have shown, using observations from the plaice and
Japanese macaque, that only about 1/10 of amino acid altering mutations
on the average are selectively neutral and that the rest are deleterious
contributing neither to polymorphism nor evolution. In this section, I shall
examine the same problem using observations mainly from human
populations for which much more extensive data are available.

Harris et al. (1974) reported the incidence of rare alleles determining
electrophoretic variants at 43 enzyme loci in Europeans. From their Table
1, I have chosen 26 loci for which the sample size is larger than 1000. The
average sample size for them is /i = 4058.04. The average number of rare
alleles per locus for them has turned out to be 49/26 or 1.89. Since Harris
et al. defined rare alleles as those alleles whose individual frequency in the
sample was less than 0.005 this corresponds to g = 0.005 of equation (8.26),
ie. M, =n,(x<g)/log.(2ig). Then, substituting A, (x<g)=189, A=
4058.04 and ¢ =0.005 in this equation, we get M, =0.509. This gives
an estimate for 4N vy where vy is the total mutation rate per enzyme locus
for electrophoretically detectable alleles. On the other hand, from equation
(8.20), ie. M =H_ /(1 — A ), we obtain M = 0.0753 by assuming H,=007
which is an approximate value for the average heterozygosity per locus due
to common polymorphic alleles (Harris and Hopkinson, 1972). This gives
an estimate for 4N v, where v, is the mutation rate for selectively neutral
alleles. Therefore, as shown in equation (8.27), we can estimate the fraction

of mutations that are selectively neutral among all electrophoretically
detectable mutations as follows,
Poews = M/M, x=0.15,

This value is very close to the corresponding estimate obtained for the
plaice in chapter 8.
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There is another method for estimating 4N vy or M, which. al.'to fnakes
use of the theory that behavior of mutant alleles in general is similar to
neutral alleles when their frequency is very low. l:ctFT(x < g) be the sum of
frequencies per locus of alleles whose frequencies are less than g. Then,
assuming that sample size n is large enough so that g » 1/(2n), we have

Fdx<qg)= r xO(x)dx =4N v, q=M_ q. (9.3)
1]

Note that as compared with ®(x) which becomes inde.ﬁn.itely.!arge as x
approaches 0, the integrand, i.e. x®x), in the above f@nh ls.ﬁmte atx= 0,
so that we can choose 0 as the lower limit of integration without serious
error. Therefore, we can estimate 4N oy by the formula "
M;=FT(x<qu' ( >

where M| stands for 4N vy as estimated t?y this method. According 1to
Harris et al. (1974), the average heterozygosity pcr-locus due to rare fxll:ht-'.iz
is 1,76 per 1000 so that Fy(x < g) = 1.76/ 2000. IN.Ioung thatg = 0.00i;‘n
case, we obtain M, =0.176. As compared w;.ﬂa M,=0.509 wh S.was
obtained by using equation (8.26), this value is only .113 as lnrge.- ince
equation (9.4) must be very sensitive to the choice of ¢ in the denomml;;;ol:
it is likely that M, is more liable to error than M'andtherd'ore'lusre

So, 1 shall regard M, as a better utimatot_oMN,nT tlun M.

One important observation made by Harris et al.(1974) is that ‘polymc;r-
phic’ and ‘monomorphic’ loci do not differ in the average hetuczygomty or
rare alleles if the placental alkaline phosphatase, an unusually van.nble
locus, is excluded. This is easy to understand from the.neutnl thoory z
intrinsic mutation rates (vy) at these two classes of loci m m?nnally
samc.andthcrdorefr(x<q)mustbenmlyeqnalu;sev1demfmm

ion (9.3
qu::nns(ve :'tudies of rare variants in hm populations have also been
done by Neel and his associates for Amerindians, and valuable dafa ha_wc
been obtained. I use the data presented in Table 1 of Neell {1?78} w.hu:h hsts
the occurrence of rare variants at 28 loci in 21 Amermdmn m!:es. His
definition of rare variant alleles corresponds to ¢ =001 inour te‘m‘amology.
and from his table we obtain fi,(x <q) =129 and /i = 6442.07, giving hff. =
0.266. An interesting feature of his data is th:_lt some of Ehe variants
represent what he called ‘private polymorphisms’, t!.m is, the.y are
concentrated in a single or several related tribes where their frequencies are
well above the minimum for a polymorphism. For example, an allfle called
YAN-2 at the albumin (A4/b) locus is present in more thnn 6% of the
members of the Yanomama tribe but absent in other tribes. We can
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calculate the value of M using the average heterozygosity at 23 loci over ]2
tribes as listed in Table 5 of Neel (1978), where we find A, =0.054. Thus,
we obtain M = 0.0571. Therefore, the fraction of neutral mutations, as
estimated by M/M, turns out to be P et =0.21 which is not very different
from the corresponding value obtained for European populations (ie.
P, =0.15).

Incidently, these values of P, are consistent with the results obtained
from the studies on the evolutionary rates of pseudogenes which we
discussed in section 7.4. If we use the estimates given in Table 3 of Li et al.
(1981), the average rate of nucleotide substitutions which cause amino acid
changes in the normal globin genes turns out to be roughly 0.14 of the
corresponding rate of the globin pseudogenes. From the standpoint of the
neutral theory, this value (i.e. 0.14) should represent the fraction of neutral
mutations among all the mutations in globins, and considering the fact that
the evolutionary rates of globins are near the median of the evolutionary
rates of proteins (see chapter 4), such consistency is still another piece of
evidence in favor of the neutral theory.

A similar analysis may be made on the data from five species of
Drosophila willistoni group studied by Ayala and his associates (1974),
although the size of sample per locus per species is not as large as in the
human data. Of the five species studied, only the D. willistoni data is
extensive enough for the average sample size per locus to be larger than 500
(in terms of the gene number, i.e. 2n), so I shall concentrate on this species.
From their table I, which lists allelic frequencies at 31 loci, I have chosen
alleles whose frequencies are less than 1% (g = 0.01). There are 85 such
alleles, so that i,(x < g) = 85/31 x 2.74. The average sample size per locus is
2/ = 568.06. From these values, we obtain M, = 1.60. The average hetero-
zygosity per locus (H,) as listed in Table 6 of Ayala et al. (1974)is 0.177 from
which we obtain M =0.215. Therefore, our estimate for the fraction of
neutral mutations among all electrophoretic mutations at the time
of occurrence is P, =M/M, ~0.13. It is interesting to note that this
estimate is not very different from the corresponding estimates obtained for
human populations.

Ohta (1975) was probably the first who noticed that although the
observed and theoretical distributions agree quite well under the neutral
theory with respect to polymorphic alleles, there is a marked excess of rare
alleles in the observed distribution. The present analysis confirms her
results. Ohta (1976) went further and showed that the excess of rare allelesis
more pronounced in the substrate-specific enzymes than the substrate-
nonspecific enzymes. Actually, if we apply the present method for each of

these classes of enzymes separately, we obtain P,...,=0070 for the
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substrate specific group and P, =0.204 for the substrate nonspet.:if!c
group, in agreement with her analysis. From these two P,.,.'valuu. it is
evident that the probability of a mutational change being selectively neutf'al
is much smaller for the substrate-specific enzymes than for the nonspemﬁc
enzymes. This substantiates the neutralist explanation (a_s given in thc
previous section) on the observation that the bﬁuozy;osaty per locus is
much lower for substrate-specific than for the nonspecific enzymes.

Clearly, a detailed study of rare variant alleles is just as th for
understanding the mechanism of the maintenance of genetic vam_lblhty as
that of polymorphic alleles. It is hoped that more data on rare variants wﬂl
be obtained for wild species whose ecologies, particularly the population
sizes, are well known.

9.7 Neautral alleles in a geographically structured population

Very often, a mode of selection is inferred from an ob?ened pattern
of polymorphism in natural populations. Thus, if the same pair of al]nlm are
found in uniform frequencies over a wide distribution range of the species, it
is claimed that natural selection is actively maintaining these frequencies. If,
on the other hand, different alleles are fixed in different local populations, or
if there is a cline, these are often considered to be the result of local
adaptation of these alleles. Furthermore, if the frequmcit:.s of alleles are
uniform within each locality but different among localities, this 1§ also
assumed to indicate the existence of some form of ‘balancing selection’.

Actually, selection can be invoked to explain any pattm‘: of 'polymor-
phism in natural populations. Often, such presumed sek:cnon':s used to
refute the neutral polymorphism theory. As pointed out by Kimura and
Maruyama (1971), these patterns of polymorphism can equally be ex-
plained in terms of migration and random frequency drift of selectively
neutral mutations. .

In the previous chapter, I have explained (see section 8.3) that.m the two-
dimensional stepping stone model, if migration of at least a few mdfwduals
occurs on the average between adjacent colonies or fiemes in ea.,:h
generation, the frequencies of a polymorphic allele among different colonies
becomes essentially uniform. More precisely, it was shown by Msru }fama
(1970b), based on the mathematical anilllys@ of the two-dtmenston:’d
stepping stone model, that if N is the effective size of e'ach colony and mis
the rate at which each colony exchanges individuals with f(‘.:‘l.lr surroum'.hn.g
colonies, then the whole population tends to become practically panmictic
& mN = 4. 9.5)

Actually, an additional condition is needed to ensure the uniformity of
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allelic frequencies among colonies. This is

Niv<l, (9.6)

where N is the effective size of the whole population and v is the mutation
rate (see Kimura and Maruyama, 1971). This condition is likely to be met
by most organisms with respect to protein polymorphism, because the
average heterozygosity seldom exceeds 30%. On the other hand., if
mN <1 9.7)
marked local differentiation of gene frequencies can occur.

It is a well-known observation that, in Drosophila, local populations of
the same species generally have similar frequencies of polymorphic alleles
(see, for example, Ayala et al., 1974). Kimura and Ohta (1971a) explained
this from the standpoint of the neutral theory by noting that Drosophila
species generally have high migrating ability so that condition (9.5) is easily
met. Against this explanation, Ayala et al. (1974) pointed out that if the
whole species becomes practically panmictic, the population sizes of some
of the neotropical Drosophila species (such as D. willistoni) must be
immense, amounting to at least 10°, and probably 10'° or even greater,
They therefore claimed that even if the mutation rate is as low as v = 10~ 7,
the value of 4Nrv + | becomes at least 401, which means that the expected
heterozygosity reaches nearly 100%, contrary to observations. | have
already discussed this point in section 9.1 of this chapter, so I shall not
repeat it here.

In a similar vein, but in more detailed mathematical terms, Bulmer (1973)
criticized the neutral theory of protein polymorphism by saying that the
infinite neutral allele hypothesis of Kimura and Crow (1964), when
combined with Malécot’s (1967) two-dimensional dispersal model, leads to
results which do not fit actual data. Bulmer claims that there are two
contradictions. First, if we use Malécot's formulae for a continuous two-
dimensional dispersal model, we get a rather strong geographical local-
ization of allele frequencies, whereas considerable uniformity is observed in
the data. He uses Malécot’s two quantities: the inbreeding coefficient (f)

defined as the probability that two homologous loci in an individual are
identical by descent, and the coefficient of kinship ( f,) defined in a similar
way, between two individuals at a distance x apart. Using Malécot’s
formulae for f, and f,, Bulmer calculates the ratio, p, = f./f,. The
numerical values of p, presented in his examples certainly decrease quite
rapidly as x increases. On the other hand, the estimates of this ratio using
data from Drosophila pseudoobscura (Prakash et al., 1969) are very close to
unity even for very distant localities, such as Texas, Colorado and
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California. He claims then that such a discrepancy cannot be resolved
except under the absurd assumption that the root mean square dispersal
distance, g, is of the order of 2000 km. )
Secondly, Bulmer pointed out that the expected degree of homozyg.om'y
(fo) would be much less than that ol‘thedala.unleulhemdispumonfs
very restricted. The average homozygosity found by Prakash er al. (1969) is
0.877. He claims, using Malecot's formula for f, that to make f, be ab?ut
this magnitude, the mean square dispersal distance between the breeding
places of parent and offspring (¢%) must be an absurdly small valuc .For
example, if the mutation rate v is 1077, then the number of flies mt!:m a
circle of radius o, that is, 7¢*d must be about 0.38, where 4 is the dﬂm_lty of
the breeding population. This seems to be not only untrue, but_ if the
dispersion is restricted to this degree, p, should decrease very rapidly.
Maruyama and Kimura (1974), in their defence of the neutral theory,
emphasized the important point that Malécot’s formulae used by -Bulmzr
are valid only for cases where the total population number (!?'T] is much
greater than the reciprocal of the mutation rate (v) and the habitat is large.
The size of habitat alone, however, is not sufficient, as lqng as the
population is finite. Of course, if the population is truly infinite, his formulae
are valid. On the other hand, if Ny and 1/v are about tbesame?rdcr of
magnitude, it is necessary to use formulae valid for a finite population. For
such a population, Malécot’s formulaec cannot be used even as an
approximation, because they give entirely different values. Exact analysis
for a finite torus-like space of size L, x L, was made by Maruyama (1972b).
For the more realistic case of a rectangular habitat of size L, x L,,although
exact solutions were not obtained, it turned out that solutions of the torus-
like space of size 2L, x 2L, provided approximate answers. Thus,
Maruyama and Kimura (1974) assumed the torus-like spacc and used
Maruyama’s formulae to re-analyse the problem. In their analys;s, they
assumed L, = L, and carried out extensive numerical calculations by a
uter. .
cogsntrnry to Bulmer’s (1973) claim, they found that the tht?oretncal
expectations and data are consistent. If Nyv is | or less and 24 is of the
order of 100 or 10 or even less, ratio f(x,y)/ fo stays very close to |, anfi itis
roughly independent of distance and habitat size, whfre f(x,y) is the
probability that two homologous genes separated by distances x and y
along the first and second axes of the Cartesian co-ordinate system are
identical by descent. Furthermore, if 4Nv = 0.1 ~ 0.2, the value of f; turns
out to be about the right order of magnitude consistent with lhe neutral
theory. Maruyama and Kimura (1974) emphasized that the finiteness of
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population makes the situation completely different from that of a truly
infinite case. Thus, Bulmer is unwarranted in using Malecot's formulae
which assumes an infinite population size. This led him to erroneous
conclusions which seemed to be inconsistent with data: Bulmer's dilemma
can be simply resolved by using more appropriate formulae,

Baker (1981) investigated a song dialect population of white-crowned
sparrow (Zonotrichia leucophrys nuttalli) occupying a natural environment
of scrub vegetation along the central California coast. Roughly speaking,
this population consists of 2000 birds, and he estimated that the neigh-
borhood size in the sense of Wright (1946)is N = 36 consisting of about 100
birds. According to him, each dialect group of this species is significantly
isolated from other dialects, and calculation of Wright's statistic Fsr from
observed isozyme frequencies within dialects gives an average Fgr = 0.0046,
He also computed the theoretical Fy; using Wright's (1951b) neighborhood
model and obtained a value which is an order of magnitude larger than the
observed Fg(for example, if there are 20 neighborhoods each with the
effective size 36, one gets Fy; = 0.0475). He reasoned that natural selection
may therefore be maintaining greater homogeneity within a dialect than
expected by assuming that alleles are neutral. However, he also noted, that
the torus model of Maruyama (1972b), by assuming the mutation rate v =
2 x 107, gives the expected Fy; values which are close to the observed
value suggesting no major departure from panmixia within dialect
populations.

I would like to close this section by giving a few additional examples
which suggest that isolation and random drift are the major determining
factors for the geographic distribution of allelic frequencies. Sakaizumi et al.
(1980) studied the geographic distribution of alleles at 25 enzyme loci in
Oryzias latipes. This is a tiny freshwater fish native to Japan and nearby
regions, living in brooks, ponds and paddy fields. Of the 25 loci studied, five
showed clearcut differentiation of allelic composition between populations
along the coast of the Sea of Japan on the one hand and those along the
Pacific coast on the other. Fig. 9.7 illustrates such a pattern of allelic
distribution for alcohol dehydrogenase (Adh) and esterase 1 (Est-1), These
patterns can be understood by noting that the two sets of populations are
isolated from each other by the mountain range forming the backbone of
mainland Japan. It is clear that this mountain range has acted as an
unsurpassable barrier for this freshwater fish for a very long time, and that
random fixation or near fixation of different alleles has occurred at these
five loci.

In sharp contrast, no such differentiation of allelic composition was
found for the fruit fly Drosophila virilis investigated by Ohba (1977) between
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the two coastal regions. He scored allelic frequencies extensively over these
regions at seven enzyme loci including E.s{-a. Es{-ﬁ. Adh etc. Thc. result is
casily understandable if we note that this insect is well able to migrate so
that no local population is sufficiently isolated from otherx.

Finally, I intend to discuss an example where the condition (9.6) does not
seem to apply. Some years back, Robms:on (!9§8} commented that if a
Jarge proportion of mutations at a locus is selectively nu{tral, we should
find either very many alleles segregating in large populations, or a smail
number of different sets of alleles in different isolated s,nall populations.
He considered that because neither of these altematiw:.; is l‘ounti, t.h'c great
majority of polymorphisms have, at some time, been actively mmnt‘amu_:l by
selection. Kimura and Ohta (1971a) pointed out that both the'sltuatwns
suggested by Robertson are typical of the heterochromatic Pattc-rn
polymorphism (as revealed by cold-treatment) of chromosomes in w}ld
populations of the perennial plant Trillium k:frmschat'icum. Extensw:;
cytological studies of this plant by Haga and his associates (Haga an

Fig. 9.7. Geographical distribution of allelu at alcohol dehydrogenase
|0§1:IS {k&-han?mlp] and esterase 1 locus (right-hand map) of Ehegs:Z
‘medaka’ fish (Oryzias latipes) in Japan (quoted from Sakaizumi, 1
with slight modification).

Es—l‘o Es-1¢
ﬁdh‘ b
S Es-1b
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Kurabayashf', 1954; Haga, 1969) have shown that several chromosome types
are xmnng within a large population, while different types are fixed in
‘smnnllsolaled populations. Indeed, Robertson’s suggestion is pertinent if
isolation between subpopulations is nearly complete and if the mutation
rate for neutral isoallelic variations is sufficiently high so that more than
one new mutant appears within a large population each generation. The
chromosome polymorphism in Trillium can be explained by assuming
a rfla.ﬁvely high mutation rate per chromosome for heterochromatic
vanation and very low migration rate per generation for this plant.

10

Summary and conclusion

Traditionally, studies of evolution were concerned only with the visible
structures of organisms, such as birds’ wings, giraffes’ necks, horses’ teeth
and the like, and their function. The guiding principle by which evolu-
tionary changes in such phenotypes were interpreted was Darwin’s theory
of natural selection, or the survival of the fittest. In Darwin’s time, the
mechanism of inheritance and the nature of heritable variations were
unknown and this caused Darwin difficulty, but with his great insight he
was able to grasp the real significance of natural selection in evolution.

With the rise of Mendelian genetics, the difficulty which troubled Darwin
was gradually resolved, and with the development of population genetics,
the synthesis of Darwinism and Mendelism was achieved. This led to the
‘synthetic theory’ of evolution which flourished and grew into an impressive
edifice toward the end of 1950s. Although various factors such as mutation,
recombination, and migration were taken into account, the dominating
feature of the ‘synthetic theory' was, and still is, its great emphasis on
natural selection. It claimed that the speed and direction of evolution are
predominantly determined by positive selection with mutation playing
only a subsidiary role. Because of this character, it has also been called the
neo-Darwinian theory.

By the early 1960s the consensus seems to have been reached that every
biological character can be interpreted in the light of adaptive evolution by
natural selection. Also, it was generally agreed that almost no mutant genes
are selectively neutral, and that random genetic drift does not play any
significant role in evolution, except as a factor in Wright's *shifting balance’
theory. From such a theoretical viewpoint, and based on various studies
such as genetical analyses of natural populations, paleontological in-
vestigations, ecological genetics and speciation studies, a great deal has
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been written on how gene pools of species are organized and how they
change in evolution. It looked as if the mechanism of evolution could be
understood exclusively in neo-Darwinian terms.

In reality, however, these statements were inferences based on obser-
vations at the phenotypic level, and there was no way of actually knowing
what is going on in evolution at the molecular level, that is, at the level of the
internal structure of the gene. At that time, much importance was attached
to epistasis and overdominance in explaining the genetic structure of
natural populations. However, little was actually known as to how much
variability exists within the species at the molecular level.

With the advent of molecular genetics, and through the introduction of
its methods and concepts to studies of evolution, the situation has changed.
It became possible, through comparative studies of amino acid sequences of
homologous proteins among related organisms (such as comparison of
hemoglobins among vertebrates) and the use of paleontological data, to
estimate the rate and pattern of amino acid substitutions in evolution. This
enabled us to estimate the evolutionary rates of nucleotide substitutions
inside the genes. These rates could then be extrapolated to the whole DNA
content of the organisms. The resulting figure suggested that the rate of
accumulation of mutations in the species in the course of evolution is much
higher than previously thought. The development of new electrophoretic
techniques permitted the rapid detection of enzyme variability among

individuals, and these studies have disclosed a wealth of polymorphic
variations at the enzyme level in many organisms. They suggested that
genetic variability is much higher than previously presumed.

All these developments brought us many fascinating observations and at
the same time some puzzling questions. The proposal of the neutral theory
(or more precisely the neutral mutation-random drift hypothesis) repre-
sented my attempt to answer these questions using the stochastic theory of
population genetics. Unlike the traditional synthetic theory (or the neo-
Darwinian view), the neutral theory claims that the great majority of
evolutionary mutant substitutions are not caused by positive Darwinian
selection but by random fixation of selectively neutral or nearly neutral
mutants. The theory also asserts that much of the intraspecific genetic
variability at the molecular level, such as is manifested in the form of protein
polymorphism, is selectively neutral or nearly 50, and maintained in the
species by the balance between mutational input and random extinction or
fixation of alleles. From the standpoint of the neutral theory, evolutionary
mutant substitutions and molecular polymorphisms are not two inde-
pendent phenomena, but simply two aspects of a single phenomenon. In
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other words, protein polymorphism merely represents a tn?nslenl phase of
molecular evolution. The neutral theory is accompanied by a @-
developed mathematical theory, and it attempts to treat gmnmuv‘e;i
various problems of molecular evolution and polymorphism from
dpoint of lation genetics. ua
sm:gnpionsl thcllj:oezutral theory, strong opposition and criticism hav;‘l:m
leveled by the 'selectionists’ who adhere to the tmdmonal synthetic ry
They consider that evolutionary mutant su!m]tnnons must be adnptn_rc
and are caused by positive Darwinian sc!ct:lflon, They alsq regard ptotem
polymorphism as adaptive and claim that it is mmnmz_led in the species by
some form of balancing selection. In other words, they invoke two dlﬂ'ert;na:
types of natural selection to explain these two phenomena. I also kn::: "
not a few biologists question the vaalidityr L:lf the ncn;al theory, and that the
jority are not yet convinced of its correctness. :
gr;a;miaﬁ tlfc criticisms of the neutral theory are based on m:sl.mder-
standings. For example, the theory does not assume that a!l the mutations aft
the time of their occurrence are selectively neutral (ec!uwalent}. Rather it
assumes that a certain fraction of mutations are deleterious and the rcs;l are
selectively neutral, and that this fraction dcpends’ on the functional
constraint on a molecule: the stronger the constraints, the larger the
fraction of deleterious mutants, and therefore the s{naller the chance ol'.a
mutation being selectively neutral. Favorable mutations no doubt occur in
lhccourseorcvolution.butthctheoryassumthnumearetoomrgmbe
of significance in explaining the major iz'umres of molecular evolution as
revealed by comparative studies of protein and DNA saqlum and
intraspecific genetic variability as detected by electrophoretic and other
hniques of molecular biology.
ml;lfdthlsmboo: I have endeavored to show that, not .only has the neutral
theory survived various tests designed to disprove it, but has sudde'nly
gained support through data coming from the recer‘.l. molacular revoluu’zn
of cloning DNA segments and rapidly dctcrm their nucleotide
sequences. Let me mention a few pieces of such.ev:.dcncc. It has been
established beyond doubt that synonymous substitutions (that cause no
amino acid changes) within protein-coding regioqs of t.he‘ genome occur at
much higher rates in evolution than amino acid-altering su‘bsutuuons,
sometimes in a dramatic fashion for highly conserved proteins such asr
histone H4 and tubulin. Since natural selectio!: acts tlu'ou.gh phcnotypv‘:g o
the organism for which the structure and function of proteins play a‘decmtr;
role, one should expect that the mutations that do not cause amino ack
changes in proteins, other things being equal, are much less subject to
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natural selection than those that cause amino acid changes. Yet, the
undeniable facts which have emerged during the last few years are that
synonymous changes and also ‘silent’ nucleotide changes in the non-coding
regions of DNA are among the most prevalent evolutionary changes at the
molecular level. These observations are quite similar in nature to those
made on amino acid substitutions in proteins. For example, when active
insulin is formed from proinsulin, the middle segment (C) of proinsulin is
removed and discarded. It is known that for this peptide C the rate of
evolution in terms of amino acid substitutions is several times as fast as that
of insulin.
More recently, it has been discovered that most eukaryotic genes contain
intervening sequences or ‘introns’ which are removed when the mature
messenger RNA is formed and which therefore do not participate in protein
formation. We have seen that evolutionary nucleotide substitutions are
very rapid in introns, Still more remarkable is the finding that in
pseudogenes (‘dead’ genes), which are homologous to normal counterparts
but have lost their function as genes, evolutionary nucleotide substitutions
are very rapid, and their evolutionary rates are roughly equal to or even
slightly higher than those of synonymous substitutions. A general rule that
has emerged from these observations is that molecular changes that are less
likely to be subject to natural selection occur more rapidly in evolution. This
empirical rule can readily be understood from the standpoint of the neutral
theory, because such molecular changes have a higher chance of being
selectively neutral (ie. selectively equivalent), and therefore neutral
evolution by random drift occurs at higher rates. As mentioned already, the
neutral theory assumes that a certain fraction of mutations are deleterious,
depending on the extent of functional constraint. Such constraint must be
very weak or non-existent for synonymous changes and also nucleotide
changes in the pseudogenes, so that most or practically all mutations are
neutral. According to the neutral theory, the weaker the functional
constraint, the larger the fraction of mutations that are selectively neutral
and therefore, the higher the evolutionary rate. On the other hand, this
empirical rule clearly contradicts the neo-Darwinian interpretation of
mutant substitutions, because for a more rapid accumulation of mutants to
occur in the species, stronger selection for the mutants is required. The only
solution in neo-Darwinian terms is to insist that these rapidly evolving
parts have some unknown functions, and that they are undergoing rapid
adaptive evolution by accumulating advantageous mutants.
Traditional studies of evolution have amply demonstrated that evolution
at the phenotypic level is characterized by adaptation and opportunism,
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i ity in , and inequality of rates among lineages. In contrast,
!sl:dﬂl};hﬂo{)‘ mom evolution have revealed quite diﬂ‘erenl‘ features
characterized by changes that are conservative in n‘ature. nndc_)m in pam
{independent of phenotypic characters), and quite regula.r in pace with
equal rates among diverge lineages for a given pmtetn
The last mentioned feature, that is, approximate constancy of the
evolutionary rate in terms of amino acid substitutions, has become one of
the most controversial subjects in molecular evolution. Tha_l the constancy
is in terms of years rather than in generations makes this an especially
remarkable feature of molecular evolution. Reactions among students of
evolution to this phenomenon have been diverse. Some ﬂ?tly' deny the very
existence of constancy in the rate of amino ar.id. subs'tttumn_s. In shn‘rp
contrast, there are those who strongly believe in its clxlstenec in the Stl:lct
sense and consider it as axiomatic, but pay little attention to the underlying
mi‘:ah;:?ss:]ook 1 have tried to show that the phenomenon of ratc-‘consl.ancy
for a given protein does exist, albeit the constancy is an approximate o:::.
For a few proteins including globins, the observed vangu:e of t he
evolutionary rate among lines (mostly among Wk) fora given protein
is slightly larger than what is expected from slausnul lluctuatmn_s. For
example, the ratio (R) of observed to expected variance of_ the e\folunona:y
rate for myoglobin turned out to be 1.7 among mammals, @cludmg human,
harbor seal, badger, horse, bovine, and sperm whale. In'dn;i case, deviation
from the assumed rate-constancy is not statistically stsmﬁt?mt. In other
cases, we have seen that values of R range from 1.3 to 3.3. It is remarkable
that evolutionary amino acid substitutions have proceer.!efi ata mt
rate among diverse lines of mammals whose hwng conditions and habits
are very different. This constancy may be explained from the neutral m}u-ai
by assuming that, for a given protein, the ran:_of occurrence of neu
mutations is constant per year among diverse lineages. .

This explanation is based on the following theorem applicable to neutral
alleles: the rate (k) by which mutant alleles are s&nbs;utuled ata given lo?us
(or site) in the course of evolution within the specwsl isequal to t‘l:e mutauc:
rate (v). In other words, if we restrict our considerag?n to selectively ncut;
mutants, we have k = v, provided that both quantities a::a-measured int :
same time unit. On the other hand, if mutant substitions are carrie
out by natural selecting acting on definitely adva.ntageous rx?utaqm it can
be shown that k=4N_§,v,, where N_ is the effective popula_ufm size of the
species, v, is the mutation rate for advantageous .alleles and 5, istheaverage
selective advantage for such alleles. In this case, in order to have a constant
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k value, the product N S v, must remain constant in the course of evolution
among diverse lineages. Considering the possibility that N, 5x and v, may
each vary widely among different organisms such as human, harbor seal,
badger, horse, bovine and Sperm whale, it is highly unlikely that this

from stabilizing selection, and this has nothin,

8 to do with the rate of
adaptive mutant substitutions.

problem for the neutralists, although
an explanation in terms of positive selection is even more difficult. There are

proportional to years, even if visible and lethal mutations occur at the rates
which are comparable PEr generation between organisms with very

to become pseudogenes. The rates of evolution of pseudogenes, however, do
notappear to be proportional to the generation span, although data are still
insufficient to make sure of this.

Another explanation for the rate-constancy per year phenomenon is to
resort to Ohta's hypothesis of very slightly deleterious mutations, Accord-
ing to this hypothesis, what we call neutral mutants are not strictly
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neutral, but are in fact very slightly deleterious, with values of tl:ic sel;ct:z?
coefficient against them (denoteds;y s;)l co;ng:ral;l:’u:n t::n:::mbeive et
i Vi i eleteri _
oﬁxlﬁfwwéui s:g]ectgtl: :xtensive random dnl't ‘in relatively
:m.llpopujations. whereas they are effectively selected against mvzm
populations. From this standpoint, the truly nem.ral .mutants are ey
of selectively disadvantageous mutants when their dlsatl\«rmnagmsu
indefinitely small, rather than the limit o{ adv?mugeous mu:ant&l ppos;
that the frequency distribution of selecnve‘ dasadvama'ge of newly m:::c
mutantsishighlyskcwedsuchthauhoscw!thsmaﬂus valucsoom;l e
frequently. Then, a large fraction of mutations are effectively mﬁm %
species whose effective population size is small. As the popula e
becomes larger, more and more mutants become selected agm;nsl:o
smaller fraction of mutations are effectively neutraI: There is gmaallon
tendencyforananimalspecieswithalamerbodym{cto hsvea_ ger
generation span and at the same time asmﬂhreﬂ'ecnvepf)pulnuo?:z
(N,). This means that an animal species withalongugenmntfnspan e
to have a smaller population size and lhe:d‘f:te sho'w a h:gl:n:r1Il rzalTh
production of mutant alleles which behave as if selectively neu .omu;:
the mutation rate for effectively neutral alleles per year.‘:come: n; -
less constant among different ammalé My m:id;te:i :ﬁm?:: :x s
ions’ assumin 4 a Gamma
:ln‘:lmtf:ztiﬁcaﬁon sol'th(;;a{: I::: In this new formu]atimf. the rate of
evolu‘liun per generation is equal to the rate of ‘?ﬂ'ec:;:cly neuu:rl
mutations’. I have particularly considered the casc with pan:x:l:bc
B = 0.5 for which the rate of evolution per gcnerant.)n (kg tnn;s uuSizc‘ >
inversely proportional to the square root o{ the effective popula :;:] s
kg ocl/ \/Nt. If the generation span (9_} is inversely prog:;nmw e
square root of the effective population sm:, then the c:;: t: e sy ._:: o
is ky = ky/goc(1/ \/N,)/(1/ /N,)= 1, which means ha iy e
rate per year is constant, provided that the mutst;c;:: ra p;:amﬁon ¢
neration is constant. Needless to say, whether such an exp e
f:iid or not has to be examined in the future. Note th'at N, herere ;:s e
effective population size relevant :2 anf.wn:? ::ﬂ::;::o:f. :::];1;:; t g r:em ;
itutions is measured in ter !
?ﬁ:ra:}:ar?::::ng of this explanation against Droso;:!'lai:l:l::c :::;gnil.:r;z?;
ion si i ies is not adequate. This
WP“:P:T:‘::;;;:::“:;’;ﬁtm evolu:?onary rates for‘ protein.s' not
arviﬂl:at::e for Drosophila, but the relative abundanlce of various species :;
:hangcable, and estimation of the relevant effective population sizes



312 Summary and conclusion

various species using their current population sizes can be highly mislead-
ing as estimates of past values.
Perhaps, comparison of mammalian species which have very different
generation spans will be more suitable for this purpose. For example, we
may compare the elephant and the mouse. It is likely that the evolutionary
rates (per year) at the molecular level in these two lineages are the same. The
elephant probably has the generation span of about 20 years, while that of
the mouse is about half a year, so that the average generation span of the
elephant is roughly 40 times as long as that of the mouse. If the relationship
g < 1//N, applies to these two animals, the effective population size of the
mouse is expected to be some 1600 times as large as that of the elephant, and
this appears to be a realistic figure. One additional question which we
should not forget in relation to this comparison is at what stage of the
evolutionary history of these two animals such a wide difference of
generation span evolved. In other words, if ancestors of these animals had
retained similar generation spans for a long time after divergence, this has
to be taken into account. Whatever the generality of the rate-constancy
hypothesis, if the neutral theory is correct, it should be able to supply an
adequate explanation of why the rate-constancy hypothesis holds when it is
valid, and at the same time it should be able to give an explanation when it
fails (if such cases exist).

The conservative nature of mutant substitutions is also a feature of

molecular evolution. This is the property that substitutions which are less
disruptive to the existing structure and function of a molecule occur more
frequently in evolution than more disruptive ones. This has most clearly
been demonstrated by studies of protein evolution, showing that chemically
similar amino acids are substituted more frequently in evolution than more
dissimilar ones. From the standpoint of the neutral theory this can readily
be explained by noting that the probability of a mutation not being harmful
and therefore selectively neutral is higher if the mutation leads to a similar
amino acid. The synonymous substitutions which 1 have mentioned
already represent that limiting situation in which the amino acid difference
vanishes.

On the other hand, the selectionist’s explanation saying that a mu-
tational change with smaller phenotypic effects has a higher chance of being
advantageous as shown by Fisher, and is therefore incorporated more
frequently in evolution, is clearly false. Such an explanation overlooks the
crucial point that a mutation, if its effects are very small, is likely to have a
very small selective advantage and therefore has a correspondingly small
probability of fixation in the species. This is one good example to show that
some knowledge of the stochastic theory of population genetics is needed

L
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for meaningful discussion of the mechanism of molecular evollution. .in
particular, the theory treating the behavior of mutant allcles. in a finite
population is important: in any population of appraclabl.e size, a large
number of mutants arise in each generation, but a great majority of them,
including those which have a small selective advantage, are lost ﬁjom the
population within a few generations (say, l(_J]. Only a 'sma.ll fraction can
spread to the whole population to reach ﬁxauo.n. and this mll:esa. very lgng
time (say 100000 generations). In many discussions of cvo}unon, itis tac{tly
assumed that every advantageous mutation that appearsin the population
is inevitably incorporated in the species, but this is not true. Wo_: must be
careful not to be misled by such an assumption when we discuss the
hanism of molecular evolution. '
mc:,ct us now consider the relationship between functional constraint and
the rate of evolution. It has become increasingly clear that the w_eaker' the
functional constraint to which a molecule or a p.art'of a molecule is sub]'ecr.,
the higher the evolutionary rate of mutant substitutions. Roughly speaking,
this means that functionally less important molecules or parts of a molecule
evolve faster than more important ones. We have already toucl':ed on this
problem when we discussed the rule that molecular changes which are less
likely to be subject to natural selection occur more rapidly in cvotluuo:f. Wle
have seen such examples as the middle segment (C)’ol‘ proinsulin \:vhmh is
removed when active insulin is formed, and intervening sequences (introns)
which are not included in the mature messenger R?IA. In these pans, the
rate of evolution in terms of mutant (amino acid or nu'cleondc) sub-
stitutions is very high. We have also seen that in hcmoglob'!m the snrfafee
part evolves about 10 times as fast as the heme pocket, in swordanct.: m%h
the known fact that the surface part generally has many fewer constraints in
maintaining the structure and function of the molecules than the heme
which is vitally important.
poth:tus consider the problem in more quantitative terms based on the
neutral theory. Suppose that a certain fraction f, of the mutants are
selectively neutral and that the rest of the mutants (1 —f) arc definitely
deleterious. Although advantageous mutations. :pay 'occur in rare oc-
casions, we assume that their frequency is negligible in determining .lhe
overall rate of molecular evolution. If we denote by br the total mutation
rate per site, then the mutation rate for neutral alleles is v = vyfo, and from
the theorem, k = v, applicable to neutral mutants, we have

10.1
k = vefo. ( )

We now assume that the probability of a mutational chm:.ngc being neutral
(i.e. not harmful) depends strongly on functional constraints. The weaker
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the functional constraint, the higher the probability f; of a random change
being neutral, with the result that k in equation (10.1) increases. Clearly, the
maximum evolutionary rate is attained when Jo =1, namely, when all the
mutations are neutral (k = v{). Here, we assume that the total mutation rate
per site vy is the same among different molecules, In my opinion, the very
high evolutionary rate observed for pseudo globin genes in mammalian
evolution (roughly k =5 x 10~ ?/nucleotide site/year) must be very near to
this limit. This is roughly 10 times as high as the amino acid altering
substitution rate (expressed per nucleotide site) in the evolution of normal
globin genes. Also, this is nearly twice as high as the synonymous
substitution rate, and this suggests that even synonymous substitutions are
subject to negative selection, although the intensity of selection involved
must be exceedingly weak. This is consistent with the observation that
synonymous codons are used in ‘non-random’ or unequal fashion.

In fact, non-random codon usage is a quite common phenomenon, and
furthermore there is a consistent pattern of usage for various genes within
the genome of a species. There is good evidence now which suggests that
choice of a synonymous codon is largely constrained by t(RNA availability.
This leads to a hypothesis that preferential codon usage represents the
optimum state in which the population of synonymous codons matches
that of cognate tRNA available in the cell. Then, the concept of stabilizing
selection in quantitative genetics can be applied to treat the problem using
the diffusion equation method. The results indicate that the observed
pattern of non-random usage of synonymous codons and its effect on
retarding the fixation of synonymous mutants can be explained reasonably
well in quantitative terms by this model. It is reassuring that the universal
phenomenon of non-random codon usage can be explained satisfactorily
within the framework of the neutral theory in terms of selective constraint.
This is particularly so, because this phenomenon has often been mentioned
as evidence against the neutral theory.

More generally, it has been shown that, if a very large number of
segregating loci (or sites) are involved in a quantitative character which is
subject to stabilizing selection, the average selection coefficient per mutant
may be exceedingly small. These mutants are very slightly deleterious but
nearly neutral, so that mutant substitutions are mainly controlled by
random drift, although the rate of evolution may be lower than when all the
mutations are strictly neutral. This demonstration, I believe, increases the
credibility of the view that neutral evolution can occur extensively at the
molecular level even when natural selection predominates at the pheno-
typic level. In our treatment of the problem of non-random usage of
synonymous codons, we assumed that the pattern of codon usage changes
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in the course of evolution in such a way that they match thoscol‘ cognate
tRNAs available in the cell. There is also the reverse possibility of the
relative frequencies of cognate tRNAs (as detcrpined by the numbers of
their genes) being adjusted in the course of evolution so that they m‘tch the
relative frequencies of synonymous codons in the genome of the species. We
do not know at present which one of these two may be reg:arded as the
primary cause. It is quite likely that lhe. influence is r'ectprc?cal, eac-h
regulating the other’s change, and they shift very ?lowly in unison. 'Thls
serves as a good example at the molecular IIevel of ‘mutual evolution’, the
concept which Komai (1970) emphasized as important for our m?derstané
ing of the mechanism of evolution. Althosagh he mainly considered _
aspect of mutual evolution in accelerating the speed of ‘ phenotypic
evolution, the concept must apply equally to cases sh_owmg unusual
stability in evolution. This probably explains why a given pattern of
synonymous codon usage characterizes a large taxonomic group, such as
found in the similarity of usage pattern among mammals. . .
These considerations suggest that the amount of sdecu?fe constraint
against synonymous changes is essentially the same for dtl!l‘cren.t genes
within a genome. This explains why the rates of synonymous substitutions
are not only high, but are similar to each other even between genes wt.mn_le
amino acid substitution rates are widely different. F'or exampl'e, e-tubulin in
vertebrates is an extremely conservative proteilll.smt:lot_l.:le‘estlmatefi :at:c ni:g
ionary amino acid substitution k,, = 1.15 x per'amm
:i:‘e)hl;:r y:;yr, which is only 1/100 as fast as th.at of hmogiobms. Yet, th:
synonymous component of the rate of nucleotide substitutions at. the thir
positions of the codons is essentially the same between n-tulm'hn andHi-
globin. A similar observation has been made with respect to hls'tone 4,
which is known as the most conservative protein so fa‘: sfudwd. Itis
remarkable that synonymous substitutions have oa:urred in tnsto:.!e H4 :_:t
a very high rate comparable to those of other proteins whose amino acid
itution rates are much higher. \
sullj?.s:i::lence of a maximum evolutionary rate set by the total mutation rate,
in accordance with the formula k £ py, is one of the vmjy fuccessful
predictions of the neutral theory; this prediction is now vindicated by
comparative studies of DNA sequences which have suddenly become
possible on a large scale during the last few years, thanks to the new
revolution in molecular biology. Incidentally, the claim was once .mf:de‘by
selectionists, based on early results obtained by the DNA hyhnduall:on
technique, that synonymous substitutions are not as frequent as predicted
theory.
byl;l:leﬁ:gmul;el last ?cw years, observations showing the prevalence of
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duplicated or repeated structures within the genome of higher organisms
have accumulated rapidly. It looks as if almost every gene in eukaryotes has
its duplicated counterpart somewhere in the genome. These observations
support the earlier notion that gene duplication plays an important role in
progressive evolution: in order to produce a more complicated organi-
zation, more genetic information is needed, and gene duplication is the only
way to achieve it. Furthermore, what is crucial is that duplications enable
genes to make evolutionary experiments which have previously been
forbidden, liberating them from incessant natural selection whose over-
whelming activity is eliminating variants. In other words, gene duplications
create conditions which enable random genetic drift to operate much more
prominently on mutants, namely, many mutations which would have been
definitely deleterious before duplication become harmless (i.e. selectively
neutral) or only very slightly deleterious after duplication, thus enabling
them to spread in the population by random drift. Some of them will then
turn out to be useful under new environmental conditions. Thus, the neutral
theory has a bearing on the problem of progressive evolution. This process
that facilitates the production of new genes will, at the same time, cause
degeneration of one of the duplicated copies. In fact, the probability of gene
duplication leading to degeneration must be very much higher than that
leading to production of a new gene having some useful function.

In relation to gene duplication, there is an important problem of how the
duplication itself became fixed in the population in the first place. A popular
explanation invoking permanent heterozygote advantage as its cause is
unsatisfactory. A much more plausible explanation is to resort to neutral
evolution, namely, a tandem repeat of the form 44 (where Aisa gene locus)
is created first by intra-chromosomal duplication, and when this is
selectively neutral or only very slightly deleterious, it becomes fixed in the
species by random drift. Like ordinary point mutations, gene duplications
are constantly occurring in the population, and the continued mutational
pressure for intra-chromosomal duplication in conjunction with random
drift, during a long course of evolution, must be the main cause for the
widespread occurrence of repeated structures in the genome of higher
organisms. The prevalence of pseudogenes and other nonfunctional ‘junk
DNA'’ can be understood in similar terms; so also can the evolutionary
behavior of ‘selfish DNA'. (For additional new information on these topics,
see Dover and Flavell, 1982.)

The multigene family, consisting of a large number of tandemly repeated
genes, is an extreme -form of gene duplication. Notable examples of
multigene families are: immunoglobulin genes, ribosomal RNA genes and
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istone genes. They exhibit a newly discovered evolutionary ph.ennmeaon
:::::n iﬂcoincidyental evolution, which is also called horizontal or
concerted evolution. This is a phenomenon such th?( members of one
multigene family evolve in unison, while retaining m?nspeclﬁ.c homo-
geneity among themselves. The most plausible explanation of this pheno-
menon is to assume that, through repeated intra-chromosomal unequal
crossing-over, a mutation which occurred in one of thc members spreads
through the entire family by chance (horizontal spreading of 3 n_mtauoT:).
This is analogous to random fixation of a neutral mutant within a fume
population by sampling drift. Thus, the evolutionary process of a multigene
family can be treated as a double diffusion process: diffusion of mu'tnnts on
one chromosome by unequal crossing-over (or by gene conversion) al?ﬂ
diffusion of such chromosomes in the population by ordinary random drift
by sampling of gametes. 3
Cal{’::i usy nowpturi to the problem of intraspecific genetic ?ariabilfty.
Through extensive electrophoretic studies of protein polymorphism during
the last decade and a hall, it has been amply demonstrated that natun_il
populations of various organisms contain a large am-ouut of gc.mctlc
variability at the molecular level. Then, the probk:m'ame'a: w:hat is thc
mechanism by which such abundant genetic variability is maintained? T.hxs
has been regarded by many population geneticists to be the OuMmg
problem in the field. Opinions differ widely among those mncuned with thc
problem, and in fact, they are more or less polarized into two opposing
Mnds:lhcselecﬁonislsidein.ﬁmmatthcmjmitydpolyw?lkm
macﬁvdymainlainedbysomcformofbuhncinsmbcﬂon,whlkthe
peutralist side maintains that these alleles are selecti-vely neutral and
drifting randomly in the population. Numerous umm have been
designed and performed to examine whether polymorphic al{elu are
selectively neutral. Also a number of statistical wsts h:fve been devised md
applied to examine whether the observed dlstnbutlon of polymorphic
alleles in natural populations conforms to the predictions of the neutral
theory. Not only has the neutral theory of pmtei]l:l poly'morphlsm thus been
subjected to severe tests of many kinds, but various rival hypotheseF hawlre
been proposed which incorporate natural selection. As I .hnve d:cta:led in
the previous chapter, with increasing data, apparent dﬁl?lcultles of the
neutral theory have gradually been resolved, and supporting cases have
umulated. .
achany of the laboratory results suggesting clearcut selective differences of
polymorphic alleles appear not to be valid, and often, when more t_:ardul
studies were repeated later, they failed to confirm the reported selection. In
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other cases, it is not clear whether the selective effects come from the
polymorphic loci themselves or from surrounding linked loci. A claim thag
the adaptive nature of protein polymorphism can be unambiguously
revealed, case after case, by applying the methods of ecological genetics has
not been fulfilled. So far, the case for natural selection appears to be
strongest at the alcohol dehydrogenase locus (Adh) in the fruit fly
Drosophila, but experimental results are conflicting, and recent careful
studies indicate that the true difference in fitness between alleles F and S at
this locus, if it exists, must be exceedingly small. Furthermore, the existence
of frequency-dependent selection is much in doubt.

In the past, overdominance or heterozygote advantage was proposed
enthusiastically by many selectionists as the major cause of widespread
protein polymorphism. However, evidence against the overdominance
hypothesis has accumulated so much in recent years, including the finding
of widespread polymorphism in haploid organisms, that this can no longer
be regarded as a valid scientific hypothesis,

As to testing selective neutrality of protein polymorphism by examining
the distribution pattern of allelic frequencies, a number of statistical
procedures have been devised and applied, but it has turned out that each
test has its shortcomings. So far, no definite evidence against the neutral
theory has been obtained. Rather, favorable cases for the theory have been
added through Nei’s test of examining the relationship between the mean
and the variance of heterozygosity; observations from diverse organisms
conform quite well to the prediction of the neutral theory.

At one time some authors claimed that linkage disequilibrium (i.e. non-
random association of alleles between loci) is prevalent among isozyme loci
in natural populations, and these authors emphasized its significance for the
maintenance of widespread protein polymorphism. However, as data from
actual observations accumulate, it has become increasingly evident that
there is virtually no linkage disequilibrium among enzyme loci in
Drosophila, unless the gene loci are associated with inversions. Further-

more, the last mentioned association can most adequately be explained by
assuming historical accidents and random drift: it can be shown math-
ematically that, if the rate by which alleles are exchanged between the
inversion and non-inversion chromosomes is much lower than the
reciprocal of the effective number of inversion chromosomes, significant
non-random association between the alleles and inversions will develop.

It is likely that, if cases of strong linkage disequilibrium are found in
natural populations, loci involved are confined within a very small
chromosomal region, within which occurrence of recombination is exceed-
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ingly rare. Also, it is likely that such a disequilibrium is caused by random
drift rather than by epistatic interaction in ﬁnmf. It has been suggested
(Ohta and Kimura, 1971) that linkage diseqlﬁ’libnmn should be oomm:n
among segregating nucleotide sites within a-us-tron. More m:.:ntly. .0 ta
(1982a) showed that marked linkage diseq:ﬁhbn@ t?ctwuien tightly lmked
loci will develop by random drift if a species is subdivided mlodcmes. and if
migration between them is limited. She has sl:lggcsted that linkage
disequilibrium observed in the major histocompatibility complex (MHC) of
man and the mouse should be understood in these terms rather than by
istatic interaction in fitness. i .
cp‘;rom the standpoint of the neutral theory, intra.spcc.lﬁc genetic
variability at the molecular level, such as manifested by promn polymor-
phism, is simply a transient phase of molecular evolution. Thcn, such
polymorphism should be controlled by the same causes \}rluch govel.;:
molecular evolution. More specifically, the level of polymorphism should
strongly influenced by the functional constra.lint otj the molecul‘e. blut almost
independent of environmental conditions in “.Fhll:h the specres'zs.plac;:l.
This is in sharp contrast to one of the selectionist hypotheaofs claiming t _ u:
polymorphism represents an ‘adaptive strategy’ for.the specaes to cope wit
environmental variability. Although different versions exist, tth agree ;::
having predicted that a parallelism should enst between enwmcnm
variability (or heterogeneity) and genetic variability. This pred:cuorf
not been fulfilled. Inpartiwlar.mcpredicﬁonlhnf,bcc{m'seoﬁhem;hly
stable environment at the deep-sea bottom, organisms h\.l'mg there wtlmkl
have very low genetic variability, has been falsﬁcd. mth ol_:servnnons
coming in completely the other way round; genetic vaniability is gcne:‘lly
extremely high among organisms living at the bottom dmm et
this failure, an alternative hypothesis was prum saying that ‘tropluc
resource stability” of temporally stable environmcn} mdtfcm. organums to
adapt to luxury of food types by having high genetic vanablhty On oﬂv:r
occasions, a hypothesis was entertained that an allele having h.lﬂt{ genetic
plasticity (flexibility) is favored under environmental heterogenmty, Ll',!us
promoting monomorphism. Such ecological hyp'otheses assuming adap:;z
strategies are quite elusive and difficult to quantify, so I have not discu
i il.
‘h?l'n;u;nn::::al theory predicts that loci which code for proteins that are
subject to stronger functional constraint tend to show lower gencuc
variability. It has been found that, both in man and Drosophila, multnnue;r.‘f
enzymes which form interlocus hybrid m?leculu have ?a markedly red acex
level of polymorphism as compared with monomeric enzymes. This is
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consistent with the neutralist prediction, because subunit interactions in
such multimeric enzymes increase the functional constraint, and therefore
reduce the possibility that a mutation becomes harmless, that is, selectively
neutral. On the other hand this finding rejects the hypothesis that hybrid
molecules can be the basis of overdominance, adding still one more piece to
the already accumulated evidence against the claim that overdominance is
the universal cause of protein polymorphism. In Drosophila and other
organisms, substrate-specific enzymes are on the average less polymorphic
than substrate-nonspecific ones. This too can be understood by noting that
functional constraint is stronger for the substrate-specific enzymes.
Recently, it has been reported (based on two-dimensional electrophoresis)
that the abundant proteins in tissues show much lower heterozygosity than
soluble enzymes. This can likewise be explained by noting that proteins
which exist in major quantities in the cell will have a much larger effect on
fitness when their structure is altered by mutation than those existing in
minor quantities. In fact, these abundant proteins are structural proteins
such as actin, tubulin, etc., some of which are known to be highly
conservative in evolution.

Eventually, it will be found, if the neutral theory is valid, that molecules
or parts of one molecule which are more important in function, and which
therefore evolve more slowly, will show a lower level of heterozygosity. This
means that a great deal of polymorphism will be found in noncoding
regions (particularly in spacer regions), and also in introns even for genes
coding for highly conserved proteins.

The neutral theory enables us to predict the amounts of heterozygosity
and polymorphism by using simple formulae. Let us consider an ideal
diploid population which is mating at random, has an equal number of
males and females, and which keeps the same population size from
generation to generation. In such a population, the effective population size
(denoted by N,) is equal to the number of breeding individuals in one
generation. Consider a particular locus, and assume that whenever
mutation occurs at this locus, it leads to a new, not pre-existing allele. This
assumption is known as the infinite allele model. Under these simplifying

assumptions, it can be shown that, at statistical equilibrium in which
mutational production of new alleles is balanced by random extinction of
pre-existing alleles, the expected heterozygosity is
4N'IJ°
H = m—. “02}

where v, is the mutation rate for neutral alleles per locus per generation.
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Under the same set of assumptions, the probability that this species is
polymorphic with respect to this locus is A
Py, =1-¢" ¢
where V :;N, vo. In this formula, g stands for the level of gene Ifmquc:yc
that is used to define polymorphism; i.e. we call a population po yma;:?e is
with respect to a given locus if the frequency of the most common -5
| — g or less. It is customary to choose g = 0.01. In other w:“n:;a.p;iwr
tion is polymorphic if the total frequency of less common is
1%. _
m?fl::sgetheuse of these formulae, let usassum:ahypothcnml' ‘mammala
whose generation length is exactly one year and which cm;:smm. z-xser
species, 100 000 breeding individuals each geneu:auon (1_\'..= 1 )-;'?'Con3 smd‘ e
agcnelocusthaxcodesforanimasimryprotunmgst‘mgc.)f sum
acids (similar to Adh) which correspond to 999 nucboude‘ sites. pp;:sl:
that the total mutation rate per nucleotide site per muon [or[ywwo
5x107* whichisthcvnlmweesﬁmatedbrﬂmcvoluuma:yrat‘co pse i
globin genes in mammals. It is km that, mfxghly spukmg.edonm
average, 1/3 of amino acid rcplacemctfts in a protein can be detect t:) N
standard conditions of electrophoresis. Th:n: tpe u}e for WPA =
cally detectable mutationsis 1.3 x 107¢ I‘o'r this imaginary protein. - ‘g;
fraction of such mutational changes are hk.cly to.be dek'-:tenous, so
assume that on the average only 1/10 of amino acid allengg mutallxeons' are
essentially neutral, while the remaining 9/10 are definitely du’: :cr.:!c.:;s
neither contributing to molecular evolution nor to polymorphzlsm: s
assumption is consistent with the observatifm that the rate of evo uuona;g_r
amino acid substitutions in normal globins is about'! /10 of the hc:nespg:r 9
PXo by s i ol [
10 rate among proteins. ‘
:::::;omg value estimated by comparing the l'n.equcn_cm:hcof ra:
electrophoretic variants with those of polymorphic variants u:am= E::E- &
lations of a marine flatfish and the Japanese macaqmi.,'l.'hen t n.ct A
mutation rate per locus per generation is vy = 1.3 x lE! lfwe' res;:'l_. -
consideration to electrophoretically detectable mutations. \l\’tth 4!;— Y
as we have assumed for our fictitious mammal, this g:fres ~.{;}B;)
5.2 x 10~ %, Using equations (10.2) and (10.3) above, we obtain FE_}. .thc
or 49% for the average heterozygosity, alnd P-U.%!S or 21.3% o;din
fraction of polymorphic loci. These agree l‘mrI? well with the cogcsggmﬁ ig
observed values from a large number ofspct?es of mammals (H, =~ dc 3
0025 and P~0.1540.1 from Nevo's estimates). We can also deri
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theoretical distributions of allelic frequencies, and these too agree well with
the observed pattern of allelic distributions.

Because of its biological interest the average heterozygosity has been
studied extensively, and a large bod y of data are now available for animals
(including vertebrates and invertebrates) and also for plants: the observed
values of A, in natural populations are restricted to the range 0.0 ~ 0.3 and
they seldom exceed 30%. At one time, when the observed heterozygosities
were restricted to a very small number of species (consisting of only human,
mouse, peromyscus, horseshoe crab and several Drosophila species), there
was a popular criticism against the neutral theory pointing out that A, is
confined to the range between 0.056 and 0.] 84, and that this casts doubt on
the plausibility of the theory for the following reason: this range of A >
corresponds to the range of values of N, v between 0.015 and 0.057 if we use
the neutralist model, and this means that Nvg values are within a factor of 4
of each other. Considering the possibility that the mutation rate is
comparable among diverse organisms, this implies an extraordinary
invariance of the population size among these organisms, which is a highly
absurd proposition.

With much more data now available, it is clear that this claim has lost its
main force. For one thing, the average heterozygosity can be extremely low
Or even zero in some organisms. Particularly, among mammals with a large
body size, low heterozygosity appears to be quite common. One of the most
remarkable examples is the polar bear from Greenland, for which all the 13
enzyme loci investigated were monomorphic, i.e. H, =0. This is easy to
understand from our standpoint, because the effective population size of
such mammals must be quite small. In fact, the expected average
heterozygosity becomes less than 0.004 if N. is less than 1000,

The remaining problem to be explained in relation to the above
criticism is why the average heterozygosity seldom exceeds 0.3 even for
species with immense population sizes. This can be explained by noting that
the relevant effective size (N_) for discussing genetic variation at the
molecular level must usually be much smaller, sometimes by several orders
of magnitude, than the apparent population size. This is because of a
number of factors which are responsible for reducing the long term effective
size, such as inequality of the number of breeding males and females,

fluctuation of population size from generation to generation, inheritance of
fertility, local extinction of colonies followed by recolonization, etc.
Particularly, if the population size goes through a sequence of bottlenecks
in the course of evolution and ifrecovery from reduced population size after
each bottleneck is slow, the average heterozygosity will be much reduced. In
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en if some species are distributed widely covering an enormous
:::r:‘n:vcomprisz anp?::rnenae number of in‘?‘ividuals‘s. it is‘ unlikely t!-m
they have been so for millions of years and will relr.nnln so in the coming
millions of years. Sooner or later, such a state will be disrupted by the
process of speciation. Thus, in general, the pertinent valuc.: of N, to be usa:
in equation (10.2) for computing the average hctcrozyg_oau'y must be muc!
smaller than N, estimated from the number of breeding mdwlduals at a
given moment. In fact, extensive studies of this proble_m by Nei and lns
associates show that whenever a rough estimate of effective population size
is obtainable, the observed heterozygosity is almqst ﬂw?,ys lower than
expected from this estimate. In other words, there is nc? dxfﬁculty for the
neutral theory to explain the ‘enormous amount’ of genetic variability often

o‘ -
rd‘;'-;:‘a;t mentioned observation poses a difficulty for selectionist theoru:s
that assume various causes (including !requency-dep:‘nde_nt se!ecuo.n
favoring less frequent alleles) which positively hl:!p.lo maintain the allelic
variants in the population; these will a:rl.ainly inflate the amount of
heterozygosity still more unless mutational input is neglected. On the other
hand, from the standpoint of the neutral thcorgf. we shf)uld expect a
significant correlation between A, and N, if this is investigated broadly
over different type of animals.

At the moment, molecular biology is undergoing a second round of
revolutionary development with new knowledge being added at mk-
able pace. This will certainly deepen as well as broaden our uud?nnndrng
of the mechanism of evolution. Particularly noteworthy is the discovery of
the intronic/exonic structure of the eukaryotic genes. g %

Rd‘erringio this structure, Gilbert (1978) su gg@sted that it might far.l]_uate
rapid evolutionary changes not otherwise possible. For exampl:,_ a single
mutational change in the splicing signal region could lead to quite nc.wel
proteins. Furthermore, he suggested that if exons correspond to polypeptides
with different functions, recombination within introns will assort these
functions independently. Consistent with this mggw@n is the ﬁndapg by
Tonegawa and his group (Sakano et al., 1979) that in the constagl region of
immunoglobulin heavy chain there are four separate exons which encode
four different units, three of which have a clear dom structurc..

In hemoglobins, the situation is not as clearcut as in mnpnogbbms. buft
a recent prediction by G& (1981) and its later confirmation suppo!'t this
idea. GO investigated the distances between the u-earbon'atoms in the
three-dimensional structure of mouse f-globin, and idmuffed four seg-
ments, designated F1, F2, F3 and F4. It is well known that in the mouse
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gene coding for f-globin, there are three exons separated by two introns,
with the central segment (F2 + F3) enclosing the haem group. Based on the
conformational characteristics G considered that it is more natural for the
F2 and F3 regions to be coded by separate exons, and suggested that there
was an intron in the ancestor of the present a- and f-globins. Presumably it
was removed because of being unnecessary. A remarkable confirmation is
seen in the work of Jensen et al. (1981), who found three introns in the
leghaemoglobin gene from the soybean.

It is also interesting to note that the phenomenon known as ‘exon
shuflling’ or ‘domain transfer’ may be occurring regularly, albeit at a low
frequency, between members of a multigene family, as suggested by
comparative studies of the constant region of immunoglobulin heavy chain
(Miyata et al., 1980a). This phenomenon may occur either throu gh double
unequal crossing-over or gene conversion during pre-meiotic divisions of
germ cells. Recently, Ohta (1982b) proposed a model incorporating this
phenomenon to explain the unusually high polymorphism at the major
histocompatibility complex of man and the mouse. These represent just a
few examples to show how new molecular findings lead us to previously
unsuspected vistas of evolution. They will help reveal the history of life in its
early stage of evolution which is unattainable by conventional methods of
comparative morphology and paleontology.

The origin of life on the earth has been, and still is, one of the greatest
enigmas in science. So far, no definite clue has been obtained as to how the
first self-replicating molecule came to be (but see van Roode and Orgel,
1980, who recently have done important experimental work on enzyme-free
replication of a template by metal ions). With the development of molecular
genetics, there is now a better hope that light will be thrown on this problem
by pursuing the evolutionary implications of newer molecular findings.
Already, a good beginning has been made by Eigen (1971) by the proposal
and mathematical investigations of the ‘hypercycle’ model. (For a lucid
account of his theory on the origin of genetic information readers are
invited to read Eigen er al, 1981.) Although the concept of Darwinian
natural selection is central in his treatment, it is possible that stochastic

elements also play important roles in this problem.

Returning to the main topic of this book, the mathematical methods that
[ have used to establish the neutral theory contains various parameters
such as mutation rates, selection coefficients, population size and migration
rates. Although they often appear as products such as N v, the individual
parameters must be estimated in order to check theoretical predictions with

observations and experiments. Among students of evolutionary biology,
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there has been a strong tendency to claim that these population 'gcneuf:al
parameters will never be known accurately and therefore theones which
contain such parameters are of little use. | take the opposite view; these
parameters have to be investigated and measured if we really want to
understand the mechanism of evolution at the molecular lf:veL Can
astronomers and cosmologists claim that theories which contain various
astronomical parameters should be avoided because such parameters are
difficult to estimate accurately? This reminds me of an aphorism, which I
understand is due to Galileo, and which in effect says: what we can measure
we should measure: what we cannot measure at present, we should
deavor to make measurable,
cuMany people, directly and indirectly, have told me that the ncutral
theory is not biologically important, since neutral genes arc.byt definition
not concerned with adaptation. The term ‘evolutionary noise !ms often
been used to describe the role of neutral mutations inevol.u lion,'\mh such a
contention in mind. 1 believe that this is a too narrow view, First, what is
important in science is to find out the truth, so the neutral thef'.nry sh‘ould be
of value if it is valid as a scientific hypothesis. Second, even if t.hc.: neutral
alleles’ are functionally equivalent or nearly so under a prevailing set of
environmental conditions of a species, it is possible that some of them, when
a new environmental condition is imposed, will become selected.
Experiments strongly suggesting this possibility have been reponed, and I
have used the designation ‘Dyk huizen-Hartl effect’ to refer to this, na_mcly.
otherwise neutral or nearly neutral alleles may have a latent potcnml for
selection which can be realized under the appropriate oondupm Thus.
neutral mutants can be the raw material for adaptive evolu‘tzon. In his
popular book on evolution The Life Game, Calder (1973) wrote A gene that
is neutral today may, in new circumstances a thousand generations hence,
come to assume great significance.’ He also remarked that ‘if trivial cl:!anges
can accumulate in a molecule over many millions of years, wn.hc.:ul
interference from natural selection, the day may come when a peculiar
molecule thus produced goes through one more mutation that suddenly
gives it new importance-just as changing one card can al}er a worthh-us
poker hand into a royal straight flush’. In general, matem! for adaptive
evolution comes from slightly deleterious mutant genes which have been
floating in the species and which have turned out to be advantaglfous
because of a change of environment. As the limit of very slightly deletcnotfs
mutants, neutral mutants may also be considered as such. In .ltus
connection, Ohta’s thesis is instructive. It says that a mutan-t can sometimes
be advantageous under a restricted condition; it is almost impossible for a
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mutant to find itself advantageous under all conditions, Thus, a mutant has
a better chance of being advantageous when the environment is uniform.

Although this book is concerned with molecular evolution, I need to
make some comments on evolution at the phenotypic level. I believe that
Darwinian (positive) selection mainly acts through phenotypes which are
the end results of the action of many genes. Here, ecological conditions
must play a decisive role in determining what phenotypes will be selected
for; positive selection cares little how a given phenotype is determined by
genotypes. Certainly, consideration of ‘ecologic opportunity’ is essential for
interpreting fossil records; it is highly unlikely that adaptive, phenotypic
evolution has occurred at a uniform rate. I emphasize also that laws
governing molecular evolution are clearly different from those governing
phenotypic evolution.

It may be asked, then, why natural selection is so prevalent at the
phenotypic level and yet random fixation of selectively neutral or nearly
neutral alleles prevails at the molecular level. The answer to this question, [
think, comes from the fact that the most common type of natural selection
at the phenotypic level is ‘stabilizing’ selection. Unlike the type of natural
selection that Darwin had in mind when he tried to explain evolutionary
change, stabilizing selection eliminates phenotypically extreme individuals
and preserves those that are near the population mean. Since the early work
of Bumpus on the house sparrow and Weldon on the land snail, many
examples of stabilizing selection have been reported. Probably the best
example in man is the relationship between the birth-weights of babies and
their neo-natal mortality, as studied by Karn and Penrose. As I have
mentioned already, if a large number of segregating loci or sites are involved
in a quantitative character, the average selection coefficient per mutant
under stabilizing selection must be exceedingly small. It has also been
shown that such mutants are very slightly deleterious or almost neutral, so
that mutant substitutions are mainly controlled by random drift, although
the rate of ‘neutral evolution' is lower than when all the mutations are
strictly neutral. When applied to the problem of ‘non-random’ or unequal
usage of synonymous codons, this model gives a satisfactory solution of the
problem within the framework of the neutral theory.

The picture of evolution that emerges from this analysis is as follows.
From time to time, the position of the optimum of a phenotypic character
shifts due to change of environment, and the species tracks such a change
rapidly by altering its mean. During this short period of change, an
extensive shift of gene frequencies is expected to occur at many loci, but this
process itself will seldom cause gene substitutions. But, most of the time,
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stabilizing selection predominates, under which neutral c'volu tion or
random fixation of mutant alleles occurs extensively, transforming all genes
including those of living fossils. Gould and Eldredge (1977) have argued
that the evolutionary record is one of long periods of essentially no ctpng:
interspersed with rare periods of sudden change (‘punctuated equihbnu_m'].
This is entirely consistent with the picture I have just given of long m@s
of stabilizing selection, interspersed with periods of rapid directional
selection to track environmental changes. However, it does not seem
necessary to invoke a different mechanism for the periods ol' very rapid
change, as Gould and Eldredge appear to do. Thus, we can bridge the gap
between the mode of evolution at the phenotypic level and that at the
molecular level by assuming a preponderance of stabllmng :fciection at the
phenotypic level and a very large number of nucleotide sites involved at the
molecular level.

Toward the end of his book, The Origin of Species, Darwin contempl}tcs
an entangled bank with complex ecological interactions among various
creatures, and he notes that they have all been produced by ‘laws acting
around us', including inheritance, variability, struggle for life and natural
selection. Production of wonderful higher forms from ‘the war of nature,
from famine and death’ scemed to be most impressive to Darwin. Then, he
closes the book with a well-known passage:

There is grandeur in this view of life, with its several powers, having
been originally breathed into a few forms or into one; and that,
whilst lhisplanethasgonccydhlgonmrdinstotheﬁmdlaw_'of
gravity, from so simple a beginning endless forms most beautiful
and most wonderful have been, and are being, evolved.

We now know that underneath this remarkable procession of life and
indeed, deep down at the level of the genetic material, an enormous amount
of evolutionary change has occurred, and is still occurring. What is
remarkable, I think, is that the overwhelming majority of such changes are
notcaused by natural selection but by random fixation of selectively neutral
or nearly neutral mutants. Although such random processes are slow.r and
insignificant for our ephemeral existence, in the span of gecflog}cilll times,
they become colossal. In this way, the footprints of time are evident in gll the
genomes on the earth. This adds still more to the grandeur of our view of
biological evolution.
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