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Syst. Biol. 44(3)1281-298, 1995 

THIRTY YEARS OF NUMERICAL TAXONOMY 

P. H. A. Sneath 

Microbiology and Immunology Department, Leicester University, Leicester LEI 7RH, England 

Abstract.?In this history of numerical taxonomy since the publication in 1963 of Sokal and Sneath's 
Principles of Numerical Taxonomy, I include reminiscences of the reactions of biologists in Britain 
and elsewhere. Much of the original program has proved sound. The debate on phenetic and 
phylogenetic classifications has been valuable, although the logical and theoretical aspects of phe- 
netics have been greatly overlooked in the debate. Hennigian cladistics, however, is a side issue 
that has not proven its value. Numerical taxonomy in the broad sense is the greatest advance in 
systematics since Darwin or perhaps since Linnaeus. It has stimulated several new areas of 
growth, including numerical phylogenetics, molecular taxonomy, morphometrics, and numerical 
identification. It has wide application outside systematic biology Landmarks and trends are im? 
portant aspects of numerical taxonomy In microbiology, the program of numerical taxonomy has 
been successful, as indicated by the preponderance of papers describing numerical relationships 
in the International Journal of Systematic Bacteriology This review concludes with comments on the 
needs and prospects of the future. [Numerical taxonomy; phenetics; phylogenetics; cladistics; mo? 
lecular taxonomy; numerical identification; morphometrics; bacterial systematics.] 

This contribution is a highly personal 
account of the history of numerical taxon? 

omy since 1963 and reflects my own em? 

phasis on microbiology, where the meth? 

odology has been most useful. I have, 
however, tried to do justice to major con? 
tributors to wider aspects and have includ? 
ed some discussion of the growth of nu? 
merical taxonomy in various new areas. 

Principles of Numerical Taxonomy, pub? 
lished in 1963 (Sokal and Sneath, 1963), 
was obviously a preliminary exposition of 
a new field, but numerical taxonomy was 

clearly defined to include the drawing of 

phylogenetic inferences from the data to 
the extent that this was possible (Sokal and 

Sneath, 1963:48). Numerical taxonomy has 
therefore a broader scope than phenetics, 
just as phylogenetics has a broader scope 
than Hennigian cladistics. There are fre? 

quent misconceptions on this score. I was 

surprised to be asked by an editor to add 
to the title of a review of numerical anal? 

ysis of molecular sequences in bacterial 

systematics (Sneath, 1989) the phrase "the 
view of a numerical taxonomist,/?one 
would think it was self-evident; what else 
could it be? Perhaps I should have insisted 
that this phrase read "the view of one nu? 
merical taxonomist on the findings of other 
numerical taxonomists." There may there? 
fore be some ambiguity in the meaning of 

the term "numerical taxonomist" between 
the original broad sense of those who use 

any quantitative computer methods and 
the narrow sense of a discernable group of 

systematists who practice numerical phe- 
netics. In the present review, the first, 
broad sense is intended in most instances, 
but I have tried to clarify this where con? 
fusion may arise. 

The development of numerical taxono? 

my (in the broad sense) has not followed 

very closely the early program (Jensen, 
1993), except perhaps in microbiology. Yet 

today all systematics is to some extent nu? 
merical. Computers and numerical taxo? 
nomic programs are now standard re? 
sources in every museum and systematics 
laboratory. Workers in all brandies of sy- 
tematics and comparative biology need to 
be familiar with phenetic and cladistic 
methods, and these methods are critical 
for many problems in classification (Jensen, 
1993). 

Numerical Taxonomy: The Early Phase 

The idea of quantifying relationships 
goes back to the last century. No consistent 

system, however, had been developed for 
character choice, coding, and weighting, 
for evaluating resemblance, for grouping 
organisms and constructing a classifica? 

tion, or for setting up sound identification 
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systems. The 1963 book provided the out? 
line of these procedures, together with ex? 

plicit principles of phenetics and a synop? 
sis of possible numerical approaches to 

phylogeny. It emphasized the distinction 
between phenetic and cladistic relation? 

ships, first clearly stated by Cain and Har? 
rison (1960). The availability of computers 
made the program practicable, as noted by 
Robert Sokal in a contribution (Sokal, 
1985b) to a symposium of the Society for 
General Microbiology in 1983. 

Robert Sokal and I met in Lawrence, 
Kansas, in 1959. Sir Christopher An- 
drewes, the distinguished virologist and 
amateur entomologist, was working at the 
National Institute for Medical Research in 
London when I was there, and one day in 
the summer of 1958 he looked into my lab? 

oratory to say that there was another per? 
son who was mad enough to think that 

taxonomy could be mathematical and gave 
me an abstract of a paper that Sokal had 

given to the recent Entomology Congress 
(Sokal, 1958). This was a time when I was 

attempting to work out a logical way to 

classify bacteria, and in 1959, when on a 
Rockefeller Fellowship in the USA, there 
was an opportunity to visit Robert Sokal 
in Lawrence-(Hull, 1988:122). We soon set 

up a close collaboration, which flourished 
when Sokal visited University College, 
London, for a year. Other early contribu? 
tions came from Arthur Cain and Geoffrey 
Harrison (Cain, 1958, 1959; Cain and Har? 
rison, 1958) and from David Rogers and 
Taffee Tanimoto (Rogers and Tanimoto, 
1960), of whose team George Estabrook is 
a distinguished student. Also, John Gil? 
mour (1937, 1940, 1951) provided some 

key concepts of information content and 

predictivity, adapted from the Victorian 

philosophers of science John Stuart Mill 
and William Whewell (Mill, 1886; Whe- 
well, 1840). George Gaylord Simpson was 
also a key figure, not so much because of 
his contributions to methodology but be? 
cause of his exceptionally clear thought 
about the several areas within systematics 
and the problems confronting them (Simp? 
son, 1944, 1961). Simpson's book Tempo and 

Mode in Evolution (1944) had a major influ? 
ence on both Sokal and myself. 

Aims and Assumptions of Numerical 
Taxonomy 

Our 1963 book had to start from fun? 

damentals?homology, character weight? 
ing, overall similarity, information content 
of groups?without these painstaking con? 
siderations the later developments would 
have had no basis (at the time, these were 
difficult problems; see Sneath and Sokal, 
1973:418). One topic, homology, remains 
almost as intractable as ever from the for? 
mal standpoint, although I believe the so? 
lution must lie along lines we mapped out 
(Sokal and Sneath, 1963:69-74), following 
Woodger (1945), and further elaborated by 
Jardine (1967, 1969). 

In his historical review, Vernon (1988) 
said that the major factor in the new think? 

ing was a healthy scepticism of taxonomic 

dogma. He likened it to the Renaissance 

questioning of medieval dogma. Numeri? 
cal taxonomy in the broad sense (i.e., in? 

cluding both phenetic and phylogenetic 
approaches) has been the greatest advance 
in systematics since Darwin or (because 
Darwin had relatively little effect on taxo? 
nomic practice [Hull, 1988:101]) since Lin? 
naeus. Much was swept away. The method 
of division from above, the hierarchy of 
characters, and the primacy of differential 
characters or of functional characters are 
little heard of today (Sneath, 1991). 

How did distinguished scientists view 
the program? Hull (1988) summarized re? 
actions in North America. I discussed the 

early broad concepts with a number of sci? 
entists in Britain and elsewhere, and my 
recollections (perhaps not entirely accurate 
after so many years) are as follows. The 

population geneticists were usually open 
minded. J. B. S. Haldane thought it was a 

good idea and should be tried out. Sewall 

Wright said much the same. Ronald Fisher 

agreed but was concerned (as was charac? 
teristic of him) that there was no exact sta? 
tistical basis. Evolutionary biologists gave 
it a more mixed reception. Julian Huxley 
felt that characters of evolutionary impor? 
tance must in some way be given great 
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weight, although how this can be achieved 
before one has first made a classification 
or phylogeny is no clearer today. He 
seemed to be concerned that numerical 

taxonomy was in some way against evo? 

lutionary theory. Certainly many system- 
atists (with the exception of microbiolo? 

gists, who had few preconceptions about 
bacterial evolution) gave me the impres? 
sion that because our proposals did not 

presuppose phylogenetic judgements, they 
must be antievolutionary They seldom un? 
derstood that these proposals could lead to 

techniques by which one could actively ex? 

plore phylogeny. 
George Gaylord Simpson, whom I had 

the privilege of visiting (guarded by Anne 
Roe, who was afraid I wanted to pick a 

quarrel), was surprisingly receptive. As 

long as there was a place for phylogenetics, 
he had no objection to the new concepts as 
a first step. He thought we were too opti? 
mistic in thinking that phenetics would 

yield results of value in initially determin? 

ing the outlines of phylogeny, but he did 
not deny either the possibility or the logic. 
Simpson had a penetrating mind and clear? 

ly appreciated the distinction between phe- 
netic and cladistic relationships. He had a 
keen awareness of the problems posed by 
clades and grades, by rapid radiation, and 

by the slow evolution of "living fossils,,/ 
and he pioneered the estimation of evolu? 
tion rates (Simpson, 1944, 1961). 

The botanist John Gilmour, although in? 

tellectually supportive, was surprisingly 
dismissive of numerical taxonomy on the 

practical side. He felt the employment of 

computers was using a sledge hammer to 
crack a nut; he never appreciated the value 
of quantitation of relationships in general 
nor the intractable problems of bacteriolo? 

gy in particular. Yet he was active in the 

early years of the British Classification So? 

ciety, of which he was the founder. This 
was a time when numerical taxonomic 

concepts were being explored in fields out? 
side biology, and he viewed these devel? 

opments with excitement. 
The most distinguished bacterial taxon? 

omists of the time had varied views. At 
that time there were insufficient data for 

phylogenetic endeavors, so the debate con? 
cerned phenetic concepts. Cornelius Bern? 
hardt van Niel was greatly interested in 

biochemistry (van Niel, 1946). He thought 
that numerical taxonomies might not re? 
flect the wonderful variety of metabolic 

pathways in bacteria and the great impor? 
tance of these pathways. Samuel Cowan, a 
medical diagnostic bacteriologist of radical 
and innovative opinions (Cowan, 1970), 
was very supportive provided the end re? 
sult was better bacterial identification. 
Robert Earle Buchanan was principally in? 
terested in bacterial nomenclature, but he 

approved of the program because it might 
bring some order into a chaotic field and 

encouraged workers such as Beers and 
Lockhart (1962) to explore its new tech? 

niques. But almost all microbiologists 
(who had practical problems to solve and 
few prejudices) gave the program a wel? 
come. If there is a general conclusion to be 
drawn from the reactions of biologists, it 
seems to be that they all wished to defend 
their own special interests. The more per? 
ceptive among them could see that numer? 
ical taxonomy was seldom a threat and of? 
ten an asset. 

The early aims and assumptions of nu? 
merical taxonomy were listed by Sokal and 
Sneath (1963:49-50, 84-91, 111-115): (1) 
the aims of repeatability and objectivity, 
(2) the use of quantitative measures of re? 
semblance from numerous equally weight? 
ed characters, (3) the construction of taxa 
from character correlations leading to 

groups of high information content, and 

(4) the separation of phenetic and phylo? 
genetic considerations. The subject was 
viewed as an empirical science. Four major 
assumptions underlay these aims: the nex? 
us, nonspecificity, factor asymptote, and 
matches asymptote hypotheses. 

How have the early aims and assump? 
tions fared? Some aspects have stood up 
well. The emphasis on reliability, which re? 

quires the use of numerous characters and 

implies a statistical outlook, has paid off. 
Workers on identification methods are well 
aware of this, and phylogeneticists are be? 

ginning to appreciate it. Character weight? 
ing is not greatly disputed now. Scaling of 
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characters so that each item of relevant in? 
formation carries unit weight is widely ac? 

cepted. The power of overall similarity 
measures to construct taxonomic groups, 
to determine evolutionary relationships, 
and for identification has been amply 
borne out, even if somewhat different 
forms of similarity may be needed for dif? 
ferent purposes. 

The complexity of phenetic and genomic 
relationships was not foreseen and weak? 
ens support for the factor asymptote hy? 
pothesis, which assumes that most of the 
variation will be recovered by only a mod? 
erate number of characters. There has been 
little work specifically on this hypothesis. 
Nevertheless, practical experience suggests 
that it holds fairly well. 

The number of characters needed for re? 
liable results was perhaps underestimated 

by the matches asymptote hypothesis, 
which postulates that as the number of 
characters evaluated increases, the similar? 

ity between two organisms will settle near 
a parametric value. There is always some 
residual discordance even with large num? 
bers of characters; this discordance is not 

yet well understood. There have always 
been reservations on whether there are 

parametric measures of resemblance (al? 
though the other assumption, that charac? 
ter sets are sufficiently random, has not 
been a major problem). Nevertheless, the 

hypothesis has proven useful, and it has 
forced attention on the need to explain the 

exceptions that arise, notably when study? 
ing incongruence between character sets. 
The nexus hypothesis, that most phenotyp- 
ic characters are affected by many genes 
and most genes affect many characters, has 
held fairly well. 

The remaining hypothesis, the nonspe- 
cificity hypothesis, is that there are no 

large classes of genes that determine exclu? 

sively one class of characters. This hypoth? 
esis has not held up so well (Rohlf, 1965). 
The congruence between similarities or 
classifications from different subsets of 
characters is consistently less than that 
from randomly chosen subsets; many ex? 

amples were tabulated by Sneath and So? 
kal (1973:100-102). Yet this is precisely 

what one would expect from biological 
data. The incongruence must consist of 
two nonzero parts: (1) that due to random 

sampling error (because the characters do 
not form an infinite population) and (2) 
that due to other factors, mainly biological 
no doubt but with contributions from mea? 
surement error and the like. The second 

part is commonly small, but if not, it may 
indicate important factors such as pheno- 
typic plasticity, expression of different 

parts of the genome, or different selection 

pressures on different stages of the life cy? 
cle. This area is ripe for further study. One 
of the contributions of Hennig (1950) was 
to draw attention to its implications for 

phylogeny. He pointed out that larval and 
adult insects had the same phylogeny; 
therefore phylogenetic methods must not 
be misled by such incongruences. 

Such hypotheses are not just true or 
false: the question is to what extent they 
hold. There is a parallel in the "nature ver? 
sus nurture" controversy in the social sci? 
ences. One hypothesis is that individual 
achievement is due to genetic factors; an? 
other is that it is due to environmental fac? 
tors. A sophomore who believed that one 

hypothesis must be true and the other false 
would have difficulty in getting into a col? 

lege psychology program. Such hypothe? 
ses also have the function of null hypoth? 
eses in statistics, to set a model against 
which observations can be judged. The un? 
derstandable desire of biologists to obtain 
the "right" answers in taxonomy has also 
obscured the fact that we must state our 
aims in detail and that we can only obtain 
the "best" answers from the available in? 
formation (equally true for phenetic and 

phylogenetic approaches). 
The concepts of repeatability and objec? 

tivity are sometimes criticized, although 
no one advocates their opposites. When re? 

peatability and objectivity levels have ac? 

tually been tested, they have usually been 

acceptable, despite the philosophical criti? 
cisms. Such tests have occurred most often 
in microbiology (see several contributions 
collected by Goodfellow et al., 1985). We 
noted (Sneath and Sokal, 1973:431) that 
clear and apparently acceptable numerical 
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results have seldom been contradicted by 
later work. This is still true. The objection 
that numerical taxonomic results have sel? 
dom contradicted earlier traditional views 
is not correct for situations where the ear? 
lier knowledge was poor (e.g., birds, bac? 

teria). In any event, quantitation is a desir? 
able feature in science. 

One problem has, I believe, been effec? 

tively dealt with. The question was wheth? 
er phenetic clustering yields groups that 
have maximum information content and 
are maximally predictive (Farris, 1977). It 
has now been shown that this can be true. 
Variance clustering of the simple matching 
coefficient maximizes the square of predic- 
tivity (Sneath and Hansell, 1985). Even this 

problem, however, is not simple; Gower 

(1974) showed that one can maximize sep? 
arately the within-cluster predictivity arid 
the between-cluster predictivity, and it is 
not always clear which of the two is the 
most useful in taxonomy. 

The Controversy on Phenetic and 
Cladistic Approaches 

The debate on whether biological clas? 
sifications must be phenetic or cladistic has 
died down somewhat as it is increasingly 
realized that both have their advantages 
and both present problems, at the theoret? 
ical and practical levels. They have differ? 
ent goals: phenetics aims to give informa? 
tion-rich groups, and phylogenetics aims 
to reconstruct evolutionary history. Both 
are important in systematics. Phenetic 

groupings can be verified by phenetic cri? 
teria but cannot be proven to correspond 
to reality, whereas phylogenetic groupings 
must correspond to reality, but cannot be 
verified?or so it is sometimes said. 

But consider the classification of chemi? 
cal elements in the periodic table by Men? 
deleev and others in the 19th century 
Groups such as halogens or noble gases 
(these can be constructed numerically; 
Sneath, 1988, 1991) are phenetic (certainly 
not phylogenetic); are they real or not? 
This example illustrates three important 
points. First, information-rich groups do 
not necessarily have a historical basis. Sec? 
ond, to reconstruct history one must have 

models of how history operates. Third, all 

aspects involve theory and prior assump? 
tions. These groups of elements involve at 
least four types of theory: (1) theory of ho? 

mology (i.e., what should be compared 
with what), (2) theory of information-rich 

groupings (which implies high predictivity 
[Mill, 1886; Gilmour, 1940]), (3) Mill's 

(1886) theory of general causes (i.e., phe- 
netic groups are due to as yet undiscov? 
ered causes?in the 1920s, discovered to be 
the electron shells of atoms [van Spronsen, 
1969]), and (4) theory of history (i.e., theory 
of atomic transformations [Viola and Mat? 
thews, 1987]). 

The first three are theories of phenetics; 
the last is the theory of history It is clear, 
therefore, that it is perverse to imply phe? 
netics is theory free or that phylogeny re? 

quires no models of evolution (points that 
have regrettably been misunderstood by 
philosophers of science [Hull, 1988; Sober, 
1988; Scott-Ram, 1990]). In preparing this 
review, I came across notes of a seminar 
that I gave at the London School of Hy? 
giene and Tropical Medicine on 5 Novem? 
ber 1956, which contain the headings 
"Classification of microorganisms: a prob? 
lem in logic and mathematics'7 and "Con? 
tent of information equals predictive val? 

ue," as well as similarity matrices and a 
tree. Such matters were clearly central to 

rethinking the bases of systematics. We did 
not, I think, emphasize sufficiently Mill's 

theory of general causes in the early days, 
which would have linked numerical tax? 

onomy more closely to Darwin's great 
work. One of Darwin's strongest argu? 
ments was that the observed nested hier? 

archy of living organisms (phenetic, even 

though it was an intuitive rather than nu? 
merical phenetic system) required an ex? 

planation and had a general cause. This 
cause was descent with modification, or, in 
a word, evolution. In chapter 14 of the Or? 

igin of Species, Darwin (1886:364) said, 

No doubt organic beings, like all other objects, can 
be classed in many ways, either artificially by sin? 
gle characters or more naturally by a number of 
characters. We know, for instance, that minerals and 
the elemental substances can be thus arranged. In 
this case there is of course no relation to genealog- 
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ical succession, and no cause can at present be as? 
signed for their falling into groups. But with or? 
ganic beings the case is different, and the view 
above given accords with their natural arrange? 
ment in group under group; and no other expla? 
nation has ever been attempted. 

According to Peckham (1959:648), most of 
this passage was added in the fourth edi? 
tion, published in 1866. It was added to 

strengthen the sentence (slightly modified) 
in the first edition (1859), "The grand fact 
of the natural subordination of organic be? 

ings in groups under groups which, from 
its familiarity, does not always sufficiently 
strike us, is in my judgement thus ex? 

plained." Darwin was perhaps thinking of 
chemical elements when referring to ele? 
mental substances, because the periodic 
system developed by Newlands, Meyer, 
and Mendeleev was then viewed as a strik? 

ing and exciting achievement (van Spron- 
sen, 1969). The reference to natural ar? 

rangement may well refer to Mill, who 

probably introduced the term "natural 
kind" (Hull, 1988:78, footnote). 

It is common to refer to three taxonomic 

philosophies: phenetic, phylogenetic (cla? 
distic), and evolutionary. All of them can 
of course be numerical. The third, evolu? 

tionary systematics, has not attracted 
much discussion in recent years. Its con? 

cepts were well described by Mayr (1969) 
and have been discussed by Sneath and 
Sokal (1973:421-423) and Hull (1988:107- 
109, 520). One reason for the lack of debate 

may be that its concepts are not easily ex? 

plained in methodological terms: charac? 
ters should be weighted according to their 

evolutionary importance, yet rules for this 
are lacking; phylogeny should be consid? 
ered as an important basis, but monophy- 
letic groups are not insisted upon; criteria 
for defining biological species may be phil? 
osophically sound yet are difficult to ap? 
ply These considerations were a major rea? 
son that our general understanding of 

evolutionary processes was not incorporat? 
ed into the early endeavors of numerical 

taxonomy. Evolutionary systematics could 
not easily advance before the availability of 
molecular data because so little numerical 
information was then available, and it still 

has not made noticeable progress. Never? 
theless, some of its problems still need an? 

swering. 

Hennigian Cladistics 

The rise of interest in Hennigian cladis? 
tics (Hennig, 1950, 1966) was to me very 
surprising. It seemed obvious that if one 
could be certain of evolutionary homolo? 

gies and ancestral and descendant charac? 
ter states then the reconstruction of phy? 
logeny would be straightforward. But I 
found it hard to believe that these homol? 

ogies and states could be determined in 
the naive fashion that was proposed. Ad? 

mittedly, phenetics had problems in exact 
definition of homology in the general and 

nonevolutionary sense, i.e., to determine 
what should be compared with what 

(length with length, breadth with breadth, 
etc.). This question cannot be evaded. 
Thus, in the context of classifying chemical 
elements, to determine the relationship of 

gold and silver one must decide whether 
the melting point of silver fluoride should 
be compared with the melting point of 

gold fluoride and not with the boiling 
point of gold fluoride or the melting point 
of gold chloride. Consistent theory here is 
a problem for all scientific comparisons, 
not only phenetics. But to assume that one 
could solve evolutionary homology with? 
out even considering general homology 
and, furthermore, to determine ancestral 
and descendant characters states a priori 
appeared to me impossible, indeed quix? 
otic?a veritable Mambrino's helmet (ad? 
mirers of Cervantes will remember that 
what to Don Quixote was the golden hel? 
met of the hero Mambrino was to everyone 
else the barber's brass basin, which he had 

put over his new hat to keep off the rain; 
Don Quixote, I, ch. xxi). 

It seems that the immediate appeal of 
cladistics was its apparent simplicity. Hull 

(1988:519, 520) said, "Numerical taxono? 
mists offered a plethora of techniques, each 
with its own strengths, each with its own 
weaknesses.... The cladists presented sys- 
tematists with a method?one method? 
and they could use it without becoming 
experts." The method referred to is Hen- 
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nig's method of synapomorphies (Hennig, 
1966). An added attraction, no doubt, was 
that it was not numerical (or at least the 
earlier algorithms for finding approximate 
minimum-length trees were simpler than 
some phenetic methods). There was no 
need to use numerous characters, and one 
could reconstruct exact phylogenies in? 
stead of having to estimate approximate 
ones. The argument of Hennig was that 
shared descendant character states, syna? 
pomorphies, will yield a cladogram with 

certainty, provided these states can be 
found. The difficulty is to find them. 

One cannot reconstruct phylogeny from 

synapomorphies if one must first know the 

phylogeny to recognize correctly the syn? 
apomorphies. This is logically the same as 

trying to select the discriminatory charac? 
ters before knowing which groups are to 
be discriminated. One must not assume 
the answer in advance; to do this is not 
science. Phenetics may have to assume the 

general homologies in advance, but it does 
not assume the groups and then choose or 
alter the data so as to fit these groups. 
There was a strong temptation in early 
Hennigian studies to justify the techniques 
with this kind of circular argument. Hull 

(1984) perceptively noted that the problem 
of paraphyletic groups is not easily dis? 

posed of by Hennigian cladistics. Platnick 

(1979) asserted that the reason taxa seem 

polythetic is that the traits used are being 
misidentified as synapomorphies. This is 
an echo of an earlier argument by Remarie 

(1956; see Sokal and Sneath, 1963:99; 
Sneath and Sokal, 1973:49). Yet Hull noted 
that this approach is close to censoring un? 

palatable findings. And to claim that 

groups cannot be polythetic is hard to 
credit for molecular data where amino ac? 
ids and nucleotides can scarcely be mis? 
identified. These problems soon became 
obvious (Colless, 1969). Yet if one intro? 
duces qualifications that synapomorphies 
are only provisional hypotheses, recodes 
data to remove homoplasy, or appeals to 

parsimony and the like, the technique be? 
comes iterative and certainly no longer 
simple. Many of these points were well 
discussed by Jensen (1983). The concepts of 

Hennig were greatly expanded by his fol? 
lowers (Hull, 1984, 1988:244-251). But the 

major expositions (Eldredge and Cracraft, 
1980; Nelson and Platnick, 1981; Wiley, 
1981) do not in my view cover the prob? 
lems adequately The simple three-taxon 
method of Nelson and Platnick, the "rule 
of D," is not workable (Sneath, 1982). Re? 
cent attempts to revive the three-taxon 
method were heavily criticized by Harvey 
(1992). 

Noone answered my challenge to pro? 
duce a simple Hennigian technique for 
data where relationships between organ? 
isms were not known or implied (Sneath, 
1982:211 [first table]). If there were a sim? 

ple technique there would be no argu? 
ments about phylogenies or synapomor- 
phies, whereas such disputes continue as 
before. There are virtually no Hennigian 
analyses in microbiology or molecular tax? 

onomy, where there are few preconcep? 
tions of the relationships of the organisms. 
The one attempt by Hennigian methods to 
determine a problem of major significance 
in microbiology, the relationships of blue- 

green algae to bacteria and eukaryotes by 
Humphries and Richardson (1980), was 

merely a reiteration of traditional views 
based on a few allegedly important pho? 
tosynthetic pigments (Sneath, 1988, 1989). 
By this analysis blue-green algae were 
most closely related to green plants, not 
bacteria. It gave no hint of the dramatic 

findings from molecular data by Woese 
(1981, 1987), which indicated that blue- 

green algae, together with chloroplasts and 
mitochondria, belong to the eubacterial 
dade. Rogstad (1991), in reviewing a col? 
lection of essays in molecular evolution 

(Selander et al., 1991), bewailed the ab? 
sence of any cladograms (synapomorpho- 
grams) in the book. 

Hennigian cladistics will I think fade, at 
least in its simplistic form, although it is 
not clear what will happen to pattern clad- 
ism, which I for one do not understand 

(others also find it obscure [e.g., Hull, 1984; 
Scott-Ram, 1990]). I find it hard to envis? 

age its useful products. One hopes that 
"cladism" will not lead to a generation of 

mistaught systematists. The Hennigian de- 
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bate, nevertheless, has led to some profit? 
able insights. It has led to a clearer under? 

standing of the difficulty of inferring 
common ancestors from character distri? 
butions alone and of translating phyloge? 
nies into hierarchic classifications. It has 
renewed interest in nested hierarchies of 
character states. The sister-group and out- 

group concepts are useful ones. Synapo- 
morphograms can be effective summaries 
of salient evolutionary stages in palaeon? 
tology. Further, if it were possible to dis? 
cover classes of characters that seldom 
show incongruence between different 

stages of the life cycle, it would be an im? 

portant advance toward finding reliable 

synapomorphies. 

New Areas of Growth 

Four areas of numerical taxonomy that 
were only faintly foreshadowed in 1963 
have developed greatly: numerical phylo- 
genetics, molecular taxonomy, numerical 
identification, and morphometrics. 

Numerical Phylogenetics 
A great deal of work has been done on 

numerical methods for reconstructing phy? 
logenies. The earliest work was by Ed? 
wards and Cavalli-Sforza (1964) and Ca- 
min and Sokal (1965). It would be a large 
task to review later developments, so I 
have only chosen what seem to me the 
main conceptual steps. 

First, it was realized that one could not 

rely upon single characters to determine 
the branching pattern, however significant 
they appeared to be. Therefore, numerical 
similarities of some kind (or dissimilari? 

ties, evolutionary distances) based on 

many characters, were required (Edwards 
and Cavalli-Sforza, 1964; Kidd and Cavalli- 

Sforza, 1971). Alternatively, one needed 

evolutionary compatibility among many 
characters as developed first by Le Quesne 
(1969) and extended by others (Estabrook, 
1972; Estabrook and Landrum, 1975; 
Sneath et al., 1975; Estabrook et al., 1976; 
Estabrook and McMorris, 1977) to multi- 
state and undirected characters. 

Second, it was found necessary to intro? 
duce onto trees internal nodes that repre- 

sent putative ancestors (Edwards and Cav- 
alli-Sforza, 1964; Camin and Sokal, 1965; 

Dayhoff et al., 1965; Fitch and Margoliash, 
1967). This realization led to concepts of 

parsimonious evolution, minimum-length 
trees, and the mathematics of Steiner and 

Wagner trees, to which Farris (1970, 1971, 
1972; Farris et al., 1970) made notable con? 
tributions. Similar work occurred in char? 
acter compatibility (clique) analysis (Le 
Quesne, 1972; Estabrook et al., 1976; Esta- 
brook and Meacham, 1979; Meacham, 
1981). The study of internal nodes also led 
to the understanding (Day, 1983) that most 
numerical methods for phylogeny are NP 

complete, that is, there is no way of being 
certain one has discovered the optimal tree 

except by examining every one of the pos? 
sible tree topologies, and even then the op? 
timal tree may not be the true tree. Because 
the number of such topologies is extremely 
large even for quite modest numbers of or? 

ganisms, the optimal solution is often im? 

practicable, despite notable advances in 

computing. This raises the question: 
should one accept a suboptimal solution 
when one does not know how good it is? 

Third, it was gradually realized, and 
most clearly explained by Felsenstein 

(1982, 1983b), that the reconstruction of 

phylogeny is a statistical problem and re? 

quires assumptions of how evolution oc? 
curs. This realization allowed the devel? 

opment of maximum-likelihood methods 

(Felsenstein, 1973). It also led to the im? 

portant observation (Felsenstein, 1981) that 
when rates of evolution are steady over 
characters, minimum-length methods will 

perform better than character compatibili? 
ty methods, whereas when rates differ 

greatly among characters, compatibility 
methods will be better than minimum- 

length methods. This is a formal equiva? 
lent of the belief that character compatibil? 
ity analysis reduces the effect of characters 
that behave erratically during evolution 

(Le Quesne, 1982). 
The question of suboptimal solutions 

can now be addressed, because it becomes 
clear that all phylogenies are to some ex? 
tent uncertain but that methods can be 
found for estimating this uncertainty. The 
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implication is that it is not worth seeking 
for a solution that is algorithmically opti? 
mal if this solution is too uncertain be? 
cause of the inherent statistical properties 
of the data. We still need better guidelines 
here. 

Molecular Systematics 
With commendable foresight, Francis 

Crick (1958) predicted the emergence of 
molecular taxonomy. But it was not until 
the early 1960s that the first clear evidence 
showed that relationships determined 
from molecular sequences were congruent 
with traditional systematics (Margoliash, 
1963; Doolittle and Blomback, 1964; Mar? 

goliash and Smith, 1965; Zuckerkandl and 

Pauling, 1965a, 1965b). The paper by Fitch 
and Margoliash (1967) on cytochrome c se? 

quences from fungi, arthropods, and ver? 
tebrates for the first time showed a wide 
audience what could be done with molec? 
ular data. We should particularly remem? 
ber the pioneering work of Margaret Day- 
hoff, who first produced a coherent 

presentation of both data and methods for 

protein sequences (Dayhoff et al., 1965; 

Dayhoff and Eek, 1968). Hori and Osawa 

(Hori, 1975; Hori and Osawa, 1986) will be 
remembered for exploiting nucleic acid se? 

quences and for the first conspectus of al? 
most the whole range of living organisms 
based on 5S ribosomal sequences. The nu? 
merical taxonomic contribution in the 
broad sense of Woese and his colleagues, 
which led to the discovery of a second pro- 
karyote dade, the archaebacteria, is also 
most important (Woese, 1981,1987). Kirsch 

(1969) and Moore et al. (1973) gave impor? 
tant insights into the ultrametric proper? 
ties of molecular data. Most of the molec? 
ular studies have been directed to 

phylogenetics, but some, such as studies of 
DNA-DNA pairing, are phenetic in orien? 
tation. Genomic data can give phenetic re? 
sults because phenetic relationships are 
not necessarily phenotypic; phenetic rela? 

tionships strictly estimate overall resem? 

blance, not time; cladistic relationships 
strictly estimate time to common ances? 

tors, not resemblance (or surrogates for 
time and resemblance). 

Numerical Identification 

Numerical methods for identification 
have become extremely powerful. Their 
roots in Fisher's discriminant functions 
and Pearson's coefficient of racial likeness 
have thrown up several simpler methods 
based on taxonomic distances. These dis? 
tances are measured between an unknown 

specimen and various taxon centers, and 
the closest taxon to the unknown is taken 
to be the most likely identification. This 

process is polythetic and phenetic in phi? 
losophy. Most of this work has been in mi? 

crobiology, where the first suggestions on 
how to apply numerical taxonomy to iden? 
tification were made by Beers and Lock? 
hart (1962). Further advances, including 
probabilistic features, have been made by 
Gyllenberg (1964, 1965), Dybowski and 
Franklin (1968), and Lapage and his col? 

leagues (Lapage et al., 1970). Complemen? 
tary methods have been developed in bot? 

any by workers such as Pankhurst (1970, 
1975, 1978), Morse (1974), Duncan and 
Meacham (1986), and Wilson and Partridge 
(1986). Australian botanists are now pro? 
ducing extensive databases combined with 
software for interactive numerical identi? 
fication (Hyland and Whiffin, 1994; Wat? 
son and Dallwitz, 1994). These methods 
are now being applied also in zoology 
(Fbrtuner and Wong, 1984; Fortuner, 1993). 

Numerical identification is widely used 
in microbiology, where it is generally 
based on matrices that contain the per? 
centage of positive test results for the var? 
ious species. Computer programs have 
been developed by our team at Leicester to 
evaluate the quality of such databases 

(Sackin, 1987; Priest and Williams, 1993). 
These databases, with computer software, 
are now incorporated into automated in? 
struments that identify microbes by the 
use of manufactured test kits. Such instru? 
ments are now being shown at medical 

laboratory trade fairs. 

Morphometrics 

Perhaps the major contribution of mor? 

phometrics is toward studies of growth 
and development, but it also contributes to 
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systematics. Multivariate morphometric 
methods, which were at first largely exten? 
sions of allometry, were much stimulated 

by numerical phenetic concepts, in partic? 
ular by ordination techniques. These meth? 
ods led to the analysis of variables taken 
in isolation, but a new approach was to 
consider the geometrical configuration of 
measurements on an organism (Gower, 
1975; Bookstein, 1978; Rohlf and Archie, 
1984). This approach has led to the devel? 

opment of geometric morphometrics, 
which opens the way to the control of 
structural covariance (Kendall, 1984; Rohlf, 
1990; Bookstein, 1991). Much of the work 
uses recognizable homologous landmarks, 
but this restriction will be overcome. The 
numerical analysis of shape is now an ac? 
tive field (Goodall, 1991). 

Other Applications 

Numerical taxonomy in the broad sense 
has expanded into many fields outside bi? 

ological systematics and has also drawn 
much from them, especially ecology and 

psychometrics. The numerous applications 
in ecology were summarized by Legendre 
and Legendre (1983). In the humanities 
and other areas, two books, one by Hod? 
son et al. (1971) and the other by Benzecri 

(1973), have been influential; both contain 

many numerical taxonomic methods and 

concepts. Such techniques are being used 
to track epidemics of infectious disease 

(Seal et al., 1981; Godfrey-Faussett et al., 
1992). This new subject could be called nu? 
merical epidemiology; it uses quantitative 
measures of similarity between strains of 
infectious microorganisms. Clearly it can 

profitably employ both phenetic and phy? 
logenetic approaches. Two contrasting 
studies show its power. In the first (Costas 
et al., 1990a), cross-infection from patient 
to patient was confirmed; the strains from 

patients in one hospital ward were highly 
similar and formed a tight cluster, unlike 
strains from other wards. In the second 

(Costas et al., 1990b), the outbreak was 
from a common source, contaminated wa? 
ter. The strains from patients formed three 
distinct clusters and each cluster contained 
a strain from the water supply. It is im- 

portant to know whether one is infected 
from another patient or from the water tap 
because to stop the spread of disease its 
source must be known. The studies of So? 
kal and his colleagues on the history of hu? 
man populations are another impressive 
example of such applications (Sokal et al., 
1987; Harding and Sokal, 1988; Sokal, 
1988a). Parallel developments in computer 
science have occurred; "fuzzy logic" is 

closely akin to numerical taxonomy (main? 
ly phenetics) and perhaps was influenced 

by it (Bedzek, 1974). 

Landmarks and Trends 

Some important landmarks include con? 
ferences at Liverpool, England, in 1964 

(Heywood and McNeill, 1964), St. An? 
drews, Scotland, in 1968 (Cole, 1969), Oeir- 
as, Portugal, in 1974 (Estabrook, 1975), and 
Bad Windsheim, Germany, in 1982 (Felsen- 
stein, 1983a) and the Numerical Taxonomy 
Conference at Harvard University in 1979, 
which preceded the secession of the clad- 
ists, who held the first Willi Hennig Soci? 

ety Conference at Lawrence, Kansas, in 
1980 (Funk and Brooks, 1981). A series of 
summer schools at Oeiras, Portugal, in the 
1970s also was very influential. 

Landmark publications include Mathe? 
matical Taxonomy (Jardine and Sibson, 
1971), Numerical Taxonomy (Sneath and So? 
kal, 1973), and the quartet of cladistic 
books Phylogenetic Systematics (Hennig, 
1966), Phylogenetic Patterns and the Evolu? 

tionary Process (Eldredge and Cracraft, 
1980), Phylogenetics (Wiley, 1981), and Sys? 
tematics and Biogeography: Cladistics and Vi- 
cariance (Nelson and Platnick, 1981). Es? 

pecially important for history and 

philosophy is Science as a Process (Hull, 
1988). 

Among the more influential papers, that 

by Ehrlich (1961), which listed unpopular 
predictions about systematics, stirred up 
much debate. Hull (1988:571) noted that 
some of these predictions have indeed 
come true. Williams and Dale (1965) intro? 
duced greater rigor into methodology. 
Publications by Mayr (1965, 1969) and 

Johnson (1970) stimulated much argument 
and were discussed at length (Sneath and 
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Sokal, 1973:421-429). The study on simu? 
lated evolution of artificial organisms, 
"Caminacules," was of considerable theo? 
retical interest (Sokal, 1983a, 1983b). It is 

noteworthy how many significant papers 
were published in one journal, Systematic 
Zoology (now Systematic Biology), as shown 

by the citation record compiled by Hull 

(1988). 
If one turns to technical advances, in the 

1960s researchers explored many new re? 
semblance coefficients, clustering methods, 
and efficient computer algorithms. The 
first widely distributed computer package 
was NTSYS, developed in the 1960s by 
Rohlf and his colleagues. Williams and his 

colleagues were active here (Lance and 
Williams, 1966; Williams et al., 1966). Prin? 

cipal coordinates analysis (Gower, 1966) 
and nonmetric multidimensional scaling 
(Shepherd, 1962a, 1962b; Kruskal, 1964) 
have been very valuable. Critical study of 

homology by Jardine (1967, 1969) and the 
molecular biologists (Ingram, 1961; Flor- 
kin, 1962; Fitch, 1970) also has been im? 

portant. The need to distinguish different 
kinds of homology is well shown by mo? 
lecular studies of gene duplications. Thus, 
for phylogenetic reconstructions one 
should compare orthologous sequences, 
such as one alpha hemoglobin with anoth? 
er alpha hemoglobin, and not paralogous 
sequences, such as an alpha hemoglobin 
with a beta hemoglobin. In the 1970s and 

1980s, there were many advances in phy? 
logenetic algorithms and consensus trees, 
and numerous computer programs and 

packages have been developed (listed by 
Sackin, 1987). Text books on taxonomic 

computing are now appearing (e.g., Pank? 

hurst, 1991). 
Work on whether phenetic or phyloge? 

netic groups are more stable, contain more 
information, etc., has shown that one or the 
other of these approaches may in particu? 
lar circumstances have advantages, but 

usually only small ones (Rohlf and Sokal, 
1981; Sokal, 1985b, 1986). The factors in? 
volved are complex. A good deal depends 
on definitions; thus, if information is de? 
fined as phenetic, or alternatively as phy? 
logenetic, the corresponding method will 

obviously be the better. There seems to be 
no thorough study of how often phyloge? 
netic trees depart significantly (i.e., more 
than random evolutionary change and 

sampling error would imply) from either 
ultrametric or tree-additive behavior. 

Trends in applications have not been 

very marked. The trend described by Hull 

(1988:336-341) from phenetic to cladistic 

approaches has mainly involved Hennigi? 
an studies; if one discounts this and com? 
bines botany and zoology, one sees much 
the same mixture of approaches as earlier. 

Broadly, phenetic studies have been mostly 
at the level of individuals, species, and 

genera; phylogenetic studies have mostly 
been at higher ranks, and the proportion 
of taxonomic papers in botany and zoolo? 

gy that include some form of numerical re? 

lationship between organisms has slowly 
increased. Although Sanderson et al. 

(1993) excluded intuitive analyses from 
their study of recent phylogenetic articles, 
it seems clear that the great majority of 
studies utilized some form of numerical al? 

gorithm. Books reviewed in Systematic Bi? 

ology usually mention substantial numeri? 
cal contributions. 

In my own field of microbiology, most 
taxonomic publications now include nu? 
merical relationships. A tabulation of pa? 
pers in the International Journal of Systematic 
Bacteriology is shown in Figure 1. This is 
now the premier journal for bacteriological 
systematics (before 1966, it was entitled the 
International Bulletin of Bacterial Nomencla? 
ture and Taxonomy and was largely con? 
cerned with nomenclature). The papers 
(excluding those purely on nomenclature 
or techniques) are shown in six groups, ac? 

cording to the kind of data used to esti? 
mate relationships: (a) traditional pheno- 
typic tests; (b) other phenotypic features; 
(c) molecular sequences; (d) physicochem- 
ical reactions between molecules; (e) po- 
lyphasic, i.e., including data of more than 
one kind; and (f) without numerical rela? 

tionships. 
Studies on traditional tests (a) tend to be 

large taxonomic surveys of individual 
strains belonging to a few species or gen? 
era, where the systematics requires sub- 
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100 
30 55 57 135 186 215 329 318 376 

From 58 62 66 70 74 78 82 86 90 
through 61 65 69 73 77 81 85 89 93 

Years 

Figure 1. Papers in the International Journal of Sys? 
tematic Bacteriology, 1958-1993, grouped according to 
the data from which numerical taxonomic relation? 
ships were reported, a = traditional phenotypic tests; 
b = other phenotypic tests; c = molecular sequences; 
d = physiochemical similarity between molecules; e 
= more than one kind (polyphasic); f = no numerical 
relationships. The total number of papers in each 
quadrennium is shown above. 

stantial clarification. There are many pa? 
pers listed as nonnumeric (f), where 
numerical resemblances themselves are 
not reported, but they contain similar com? 

parative data from phenotypic tests. In 
these papers, the taxonomic groupings 
have often been based on numerical crite? 
ria in earlier publications, and the data are 
intended for identification, sometimes by 
numerical methods. Other phenotypic fea? 
tures (b) include electrophoretic and che- 
motaxonomic patterns but also serology, 
which has had a long history in bacteriol? 

ogy (although technically a physiochemi? 
cal molecular method, serology is retained 
here for historical reasons). Molecular se? 

quences (c) have only been readily avail? 
able in the last few years and have become 

very popular. They are genomic, but al? 
most all are from one macromolecule, 16S 
ribosomal RNA. A few studies on restric? 
tion enzyme sites, etc., are included here. 
The majority of the papers on physico- 
chemical relationships (d) are on DNA- 
DNA pairing, also genomic. In theory, this 

method estimates the similarity of the en? 
tire genome. In contrast to traditional 
methods (a), these results can be obtained 

quickly, and the large number of papers 
partly reflects the use of DNA to check just 
a few key relationships among a few bac? 
terial strains. Other physiochemical meth? 
ods are based on ribosomes. There is a 

growing number of papers that explicitly 
compare relationships from more than one 
source (e). These polyphasic studies are 

popular because the additional evidence 
increases confidence in the conclusions. 
These relationships are almost always 
highly concordant. Papers without any 
mention of numerical relationships (f) fall 
into two major areas: those where the bac? 
teria have complex morphology and those 

reporting chemotaxonomic markers to 

identify well-established taxa. 
The most striking observation is the 

steady rise in the use of numerical tech? 

niques. In bacteriology at least, the broad 

program of numerical taxonomy has been 
successful, particularly when one consid? 
ers that many papers that do not contain 
numerical similarities are intended for lat? 
er use in numerical identification. But tech? 
nical convenience has played a large part, 
and no doubt the picture will change with 
new techniques. Journals of virology also 
now contain many numerical taxonomic 

papers. Whether the trend in microbiology 
has been toward phenetics or phylogenet- 
ics is not easy to assess. Phenetic methods, 
from phenotypic tests or DNA-DNA pair? 
ing, etc., are still the foundation, essential 
for grouping individual strains into low- 
level taxa. Phylogenetic studies have only 
become practicable with the advent of nu? 
cleotide sequences (despite being based 

only on ribosomes), and many publications 
are now avowedly phylogenetic. One may 
get the impression that this claim is made 
because of the prestige it confers; if serious 
discordance should appear between phe? 
netic and phylogenetic groupings, it is dif? 
ficult to forsee which would be preferred. 
It is doubtful whether bacteriologists feel 

strongly on the issue. When pressed, some 

microbiologists will assert that the recently 
defined clades of bacteria will, when more 
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is known, turn out to be more phenetic 
than existing phenetic groups. History will 
decide, but this attitude is noteworthy for 

advocating phylogenetic methods to 
achieve phenetic goals. Can this be an un? 
conscious aim in the systematics of other 

organisms? 
The new bacterial systematics that is 

now emerging shows a healthy mixture of 

approaches (Goodfellow and O'Donnell, 
1993). Substantial monographs are often 

strongly quantitative (e.g., Thompson and 
Skerman, 1979; Kilian et al., 1981; Krieg 
and Holt, 1984). 

Future Prospects 

Molecular phylogenetics will expand 
greatly. These phylogenies usually will be 
made from very small proportions of the 

genome, and the great complexity of the 

genome (which is now becoming apparent; 
Dover, 1987) will make interpretations 
more difficult. Even the most elaborate 

techniques could be misleading for phy? 
logeny if one member of a pair of paralo- 
gous genes dies out in one lineage but the 
other dies out in a second lineage; the par- 
alogous genes could then appear as or- 

thologous. If they persist as silent pseu- 
dogenes, the correct interpretation might 
be possible. Fortunately, the advent of nu? 
cleic acid probes and primers now gives 
workers the ability to search for pseudo- 
genes that are not expressed phenotypical- 
ly But it is not yet clear if this will make 
it easier or more difficult to determine 
which genes are orthologous (Harris et al., 
1984). Techniques that assess the whole ge? 
nome may circumvent some of these prob? 
lems and will certainly gain in value. The 
work of Sibley and his team on DNA-DNA 

pairing in birds is one such example (Sib? 
ley and Ahlquist, 1983; Sibley et al., 1988). 
Their findings are impressive. For example, 
the major division of birds into Eoaves 

(ratites and allies, game birds, geese and 

ducks) and Neoaves (remaining birds, but 
with uncertain placement of the hemipode 
bustard quails) is a revolution in the higher 
ranks of birds. Nothing so dramatic has 
been suggested before. Disputes in the 

past have been largely on questions such 

as whether the penguins form one branch 
of the most basal furcation (they are now 

accepted as close allies of the loons, pet? 
rels, and albatrosses). 

Molecular phylogenies will be of im? 
mense scientific interest, but they will not 
themselves give the desired information on 

phenotype, behavior, ecology, etc., that will 
be needed for the taxonomic data banks 
and information systems of the future. The 

many needs and approaches for these were 
well summarized by Fortuner (1993), and 

quantitative systematics will clearly play a 

large part. 
Identification methods, whether pheno- 

typic or molecular, will also make big 
strides along paths already well mapped 
out (Goodfellow and O'Donnell, 1993). Nu? 
cleic acid probes will soon be widely avail? 
able for most groups of organisms and at 
several taxonomic ranks. 

It is to be hoped that there will be fur? 
ther work on fundamentals: homology, 
predictivity, components of resemblance, 
and study of hybrids. Homology remains 
a fundamental problem, even in molecular 
work. Techniques for handling missing op? 
erational taxonomic units and characters, 
for trends, and for overlapping and non- 
hierarchical groupings need to be ad? 
vanced. It is important to study more care? 

fully the implications of incomplete 
similarity matrices. Because it is impracti? 
cable to compare all pairs of organisms, 
much rests on comparisons of selected ex? 

emplars, but it is not generally realized 
that this approach implies heavy reliance 
on the ultrametric properties of taxonomic 

relationship. The common belief that taxa 
are so distant from one another that this 
does not matter may sometimes be mis? 

placed. The clustering or ordination of 
characters (R analysis) must surely have 
much to tell biologists, as should joint or? 

ganism-character groups such as nodal 

analysis in ecology (Williams and Lam? 
bert, 1961). The relationship between phe? 
netics and ecological niches is ripe for 

study (Sokal, 1986). Morphometrics is a 
field that will advance swiftly (Jensen, 
1993; Rohlf and Marcus, 1993), and the 

analysis of shapes without landmarks is an 
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exciting challenge. Vicariance biogeogra- 
phy (Nelson and Platnick, 1981), if freed 
from Hennigian dogma, may have a bright 
future. Its essence is the interaction be? 
tween biogeographic distributions and re? 
liable phylogenies, however obtained. The 

relationship of molecular divergence and 

geological plate tectonics is an exciting 
area. Sokal (1985a, 1988b) listed some oth? 
er areas that need attention such as the 
best methods for standardizing character 
states, the significance of geographic cor? 
relations, and the effects of varied dimen? 

sionality (Hubert, 1987). Jensen (1993) 
pointed out that we have a long way to go 
to develop objectively defined classifica? 
tions. 

Taxonomists may have to face the con? 

sequences of persistent but significant in? 

congruence between groupings from dif? 
ferent classes of characters. There are 

already hints in discrepancies between 5S 
and 16S ribosome data (Sneath, 1989). We 

particularly need general methods to de? 
tect and elucidate the phenomena of hy? 
bridization, lateral gene transfer and retic? 
ulate evolution (Jensen, 1993), as well as the 
effects of rapid or slow evolution in differ? 
ent parts of the genome. These problems 
raise again the old debate on clades versus 

grades, so well described by Simpson 
(1944,1961). Do we indeed wish to classify 
crocodiles with birds and away from liz? 
ards and snakes on phylogenetic grounds 
(Mayr, 1969)? Is it useful to ecologists, con? 
servationists, teachers, and others to sepa? 
rate the ostrich and the rhea so extremely 
widely as the DNA evidence (Sibley et al., 
1988) indicates? These issues again raise 
the question of the purpose of our classi? 
fications. Evolutionary systematics may 
have a revival if it addresses these ques? 
tions. This endeavor will require a wide re? 
examination of the logic and purposes of 

biological classification on lines such as 
those enunciated by Panchen (1992). 

In retrospect, I feel that numerical tax? 
onomists (in the broader sense) have be? 
come too sidetracked by cladistic contro? 
versies and have not moved sufficiently 
fast on molecular taxonomy The system? 
atics of the future must integrate the mo- 

lecular field. It must also absorb the les? 
sons from microbiology. Fortunately, our 
museums will have a new lease on life 
now that new techniques can unlock their 
vast molecular treasures. 

Finally, I hope that the teaching of tax? 

onomy will improve. A statistical outlook 
is much resisted by "natural historians," 
but it is essential. Systematists, like medi? 
cal folk, are suspicious of logic: they feel 
there must be a hidden catch somewhere. 
Yet some grounding in the essentials of 

logic and scientific method is needed. The 
shallowness of much discussion on classi? 
fication is regrettable. Biologists (who 
should know better) are apt to assume that 

systematics must be simple and are liable 
to debate the issues with a naivete that 
would not be accepted in other sciences. 
We greatly need good teaching of the bases 
of classification. 
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